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Abstract

The handful of extra-galactic low-energy gamma-ray sources so far

observed are all active galaxies, which are expected to dominate future detec-

tions. The nature of these compact, highly luminous sources is at present not

clear; however, they may be powered by massive black holes. Many of these

sources may produce their peak luminosity in the 0.5 to 5.0 MeV energy

band, and observation in this energy range will be important in revealing the

nature of their central power-house.

Improved understanding of the nature of active galaxies will require

detailed observations of 10-20 sources, while understanding of their gamma-

ray luminosity function and its evolution will require the detection of ---100

sources. From x-ray number counts and the presently available information

about active galaxy spectra, we estimate the hard x-ray and low-energy

gamma-ray number source-flux relation N(>S) for active galaxies. Instru-

ments capable of detecting -100 active galaxies at low-energy gamma-ray

energies are achievable. These instruments will, however, be observing

sources with fluxes some 10 -3 - 10 -4 times lower than their instrumental

background level, and will require careful control of systematic errors.

The angular resolution of an instrument, as well as its sensitivity, can

limit the number of sources it can observe. We present an investigation of the

angular resolution requirements for future low-energy gamma-ray
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instruments. We find that the strictest requirements arise not from the need

to resolve detectable sources, but from the need to control the level of

direction-to-direction fluctuations in the diffuse background level. We

conclude that gamma-ray instruments capable of detecting 100 active galaxies

must have sub-degree angular resolution.

We propose use of the coded aperture imaging technique as a method of

achieving accurate control of systematic errors and fine angular resolution

without unduly increasing the time needed to conduct full-sky surveys. This

is a technique that employs a partially opaque mask to spatially modulate the

source flux incident upon a position-sensitive photon detector. We present an

analysis of coded aperture imaging for instruments that employ masks based

on hexagonal uniformly redundant arrays. Rotation of such a mask allows

complete, position-by-position background subtraction on short time-scales,

and removes the periodic ambiguity inherent in uniformly redundant arrays.

An instrument, the Gamma-ray Imaging Payload, has been built that

employs these imaging techniques. The primary detector of the instrument is

a 41era diameter by 5 em thick NaI(TI) Anger camera. We describe the design

and testing of the instrument in detail. Preliminary results from a balloon

flight of the instrument are shown, demonstrating its imaging performance.
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1. Extra-Galactic Gamma-Ray Astronomy

Introduction

Gamma-ray astronomy is still in its infancy, with extra-galactic observa-

tion only begun. At present, the diffuse background and only a handful of

extra-galactic objects have been detected above 0.5 MeV. However, the pic-

ture that emerges from these observations and the inferences from other

energy bands suggest that important contributions to astronomy will emerge

from future gamma-ray observations.

The objects detected so far are nearby representatives of various classes

of active galaxies. The active galaxies, including Seyfert galaxies, QSOs, radio

galaxies, and BL Lacertae objects, have in common a compact core or nucleus

undergoing a violent release of energy. Such active galactic nuclei (AGN)

have been studied extensively from radio to x-ray energies. However it is now

clear that for many AGN the peak luminosity occurs in the low-energy

gamma-ray range near 1 MeV. Low energy gamma-rays (_0.5 to 10 MeV)

are the most penetrating form of electro-magnetic radiation. Thus many AGN

release a major portion of their power in the radiation most revealing of their

central power source. Observations at these energies will therefore be essential

for understanding the nature of these objects.

AGN have been found to be variable in the optical, x-ray and gamma-

ray ranges. The time-scale for this variability is limited by the size of the J
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emitting region, with small regions capable of more rapid variation. Thus

study of the variability of AGN at gamma-ray energies will be revealing of

the size of the central source, providing important constraints for AGN

models.

As the sensitivities of instruments improve and systematic surveys are

conducted, the number of detected extra-galactic sources should increase

dramatically. With a few tens of sources, statistical studies of the distribution

of AGN in luminosity and redshift can be used to look for evidence of the

evolution of the source population. Such studies have been conducted at other

energies and have revealed that active galaxies were on average more lumi-

nous in the past (e.g. Schmidt and Green 1986, Maccacaro et al. 1984). How-

ever the distribution in luminosity and the degree to which it has evolved is

different in in each energy band. As yet there is no clear understanding of

how the luminosity distributions at different energies are linked, or what the

evolution implies about the history of individual sources. Study of the distri-

bution of gamma-ray luminosities, which are closely linked to the total power

output of the sources, should help clarify this situation.

At present there is no clear understanding of the origin of the diffuse

cosmic background at high energies. The measured isotropy at x-ray energies,

as well as arguments pertaining to energetics, lead to the conclusion that it i_

truly of extra-galactic origin (Gould 1967). As such it may contain informa-

tion about the universe in very remote epochs. Whether it is due to the

superposition of unresolved discrete sources or to a diffuse mechanism operat-

ing in the intergalactic medium, or both, has been debated since its initial

detection. Historically both theories have come in and out of vogue. However
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present estimates of the contribution due to AGN in the low-energy gamma-

ray range indicate that AGN may account for the entire flux. In fact, there is

difficulty in limiting the estimated summed AGN flux to below the level of

the background. In the range from 0.5 to 5 MeV the cosmic background spec-

tra flattens, and this feature is often taken as evidence that this portion of the

background is due to AGN (Rothschild et al. 1983). However such estimates

rely on extrapolation from x-ray observations, and it is possible that the spec-

tral extrapolation used is valid for only a small fraction of the sources.

Clearly only observations of AGN in the low-energy gamma-ray range will

settle the issue of their contribution to the background in this region of the

spectrum.

In Sections 1 and 2 of this chapter we present some the results of past

extra-galactic observations in low-energy gamma-rays, and review the

scientific issues involved with these observations. We then turn in to the

expected results of future observations in Section 3. Our main interest here is

to outline the course of future observations, keeping the requirements on

future gamma-ray instruments in mind. To this end we present an estimate of

the number of extra-galactic gamma-ray sources which will be detected at a

given instrumental sensitivity, and begin a discussion of the angular resolu-

tion requirements of useful future gamma-ray survey instruments.

Spectral observations of x-ray sources are often presented in terms of the

incident energy flux, while gamma-ray observations are more often presented

in terms of the incident number flux. To avoid confusion, we will use the

symbol S to indicate an energy flux (erg/em2.s.keV, or erg/cm2.s over a given

energy band) while using the symbol F to indicate a number flux
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(photons/cm2.s.keV). For power law spectra we will refer to the energy spec-

tral index _ with S(E)_ E-% and the number spectral index F = a+l, with

F(E) o_E-r.

1.1 Current Observational Status

At present only a small number of extra-galactic sources have been

detected in low-energy gamma-rays. The extragalactic sources so far detected

in the 500 keV to 10 MeV energy range are the Seyfert galaxies NGC4151

and MCGS-11-11, and the radio galaxy Centaurus A (NGC5128). In addition

the MISO low-energy gamma-ray telescope has observed a source in the

region of the COS-B source CG135÷1 which may be either QSO 02414-622 or

the radio galaxy GT02364-61 (Perotti et al. 1980).

These sources are observed to have rather flat spectra, with a photon

number power law index of I" = 1-1.8 above 100 keV. The spectrum of

MGC8-11-11 is observed to break to a power law with index r = 3 at approxi-

mately 3 MeV.

The detection of these sources could have been expected. These sources

can be classified AGN, which have been extensively studied at x-ray energies.

The extra-galactic sources observed in the x-ray fall mainly into two groups,

galactic clusters and AGN. The x-rays from galactic clusters have a thermal

bremsstrahlung spectra with a typical temperature of _10 keV. Clusters are

therefore not expected to be observable at higher energies. The AGN consist

of Seyfert galaxies, QSOs, radio galaxies, and BL Lac objects, and are

observed to have a power law spectra in the x-ray region.
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l.l.i Active Galactic Nuclei

Active galaxies are characterized by luminous, star-likenuclei, whose

optical spectra consist of a featurelessnon-thermal continuum underlying

emission linesfrom a variety of ionizationstates.

Seyfert Galaxies. Many of the active galaxies detected at x-ray ener-

gies are Seyfert galaxies, which are characterized by an optically compact

nucleus which emits intense broad emission lines.Seyferts are classifiedas

type I or type IIon the basis of the widths of the allowed and forbidden emis-

sion lines.Type I Seyferts have broad Balmer lines,and narrow, strong for-

bidden lines.Type II Seyferts have narrow Balmer lines and narrow, weak

forbidden lines.Type I Seyferts have been found to be stronger x-ray sources.

The broad wings on the permitted linesin type I Seyferts indicate velocities

in the emitting gas on the order of 104 km/s. The lack of broad wings in the

forbidden linesindicatesthat the forbidden linescome from a separate region

and that the gas density in the Broad Line Region (BLR) is dense enough

(_108/cm 3) that the emission of broadened forbidden lines is suppressed.

Observation of forbidden radiation in nearby Seyferts has revealed distinct

clouds with radii of a few parsecs, while variabilityin the Balmer linesindi-

cates that the BLR issmaller than 0.1 parsec (Ulrich 1985).

The gamma-ray and x-ray emission of Seyfert I galaxies are also

observed to be variable. The low-energy gamma-ray flux from NGC4151 has

been observed to vary by as much as a factor of ten, with a variabilitytime

scale of -6 months (Bassani and Dean 1983). This sets an upper limit of

0.15pc to the sizeof the low-energy gamma-ray emitting region. Flares in the

2-10 keV emission of NGC4151 have been seen with risetimes of a half day
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or less (Lawrence 1980), indicating that the x-ray source is 1015cm or less in

radius. The x-ray variability of Seyferts is found to correlate with their lumi-

nosity; on a time-scale of six months, more low-luminosity sources are found

to be variable than high-luminosity sources, with the low luminosity sources

showing the highest degree of variability (Mushotzky 1982). Time-scales

between six months and a week are not well sampled but for time-scales less

than a week only a few low-luminosity Seyfert I's have been detected to be

variable (Tennant and Mushotzky 1983). Most notable of these is NGC 6814

which has shown a ten-fold variation in intensity in a few minutes with no

apparent change in spectral index.

QSOs. The defining characteristics of a Quasi-Stellar Object (QSO)

were for many years taken to be a stellar appearance, a strong ultra-violet

excess, variable optical emission, an emission line spectra with broad permit-

ted lines, and large redshifts (Hazard g_ Mitton 1977). Recent work has, how-

ever, thrown this definition into disarray. Much of this is due to the detec-

tion of numerous nearby low-luminosity quasars by the Einstein x-ray obser-

vatory.

Seyfert galaxies have the emission line spectra typical of a QSO, so that

a low-redshift object considered to be a Seyfert galaxy would at higher red-

shifts be considered a QSO. A study of quasar morphology (Malkan et al.

1984) found that 15 of 24 x-ray selected quasars in fact had extended emission

consistent with the starlight of a surrounding galaxy. The multi-color pho-

tometry of x-ray selected quasars reveals a continuous distribution in B-V,

indicating a population of QSOs with no UV excess (Gioia et al. 1984). Many

authors are therefore of the opinion that the distinction between QSOs and
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Seyfert Type I is merely a subdivision into two luminosity classes (e.g. Setti

1984, Maccacaro 1984).

Radio Galaxies. Radio Galaxies are characterized by radio emitting

structures, which extend from tens to thousands of kiloparsecs from a central

elliptical galaxy. The radio emission, which is generally polarized and of a

power law form (a=0.6) is probably synchrotron radiation from relativistic

electrons accelerated in situ.

Radio galaxies are often x-ray sources. An x-ray survey of a sample of

radio galaxies from the 3CR catalog found 26 out of 43 galaxies to have

detectable emission in the 0.5 to 3 keV energy band (Fabbiano et al. 1984).

These galaxies tended to be at the center of high-luminosity double-lobe radio

sources with detectable nuclear radio emission, and showed emission lines in

their optical spectra similar to Seyfert galaxies. The x-ray emission for these

sources was consistent with point sources, and the x-ray luminosities were

highly correlated with the 5 GHz nuclear radio luminosities.

One of the galaxies detected in low-energy gamma-rays is the radio

galaxy CEN A. This object was observed by Hall et al. (1976) in the 30 keV

to 12 MeV energy range. The continuum spectra was found to be well fit by a

power law with spectral index I" = 1.90---0.04. They also reported the detec-

tion of several line features. CEN A has been more recently observed by the

A4 instrument on HEAO-1 (Baity et al. 1981). The continuum in the 80 keV

to 2.3 MeV range was consistent with a power law with spectral index

I" = i.65--0.04, while the previously reported line features were not detected.

BL Lacertae Objects. BL Lacs have non-thermal optical continuum

spectra steeper than that of QSOs, lack the emission lines characteristic of
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QSOs and Seyfert galaxies, and are characterized by rapidly variable optical

flux with strong and variable polarization (Hazard and Mitton, 1977). They

are relatively rare in both the optical and x-ray band.

There are only five objects with well-studied x-ray spectra (Urry 1984),

and there is little information about their hard x-ray spectra. In x-rays they

are highly variable with a 20-fold increase in the 2-10 keV flux of Mkn 421

reported over a period of ten days (Ricketts et al. 1976). The spectral indices

of BL Lacs in the 2-10 keV energy band range from 1.3 to 5 with spectral

index variations being detected in some sources (Maccacaro and Gioia, 1983).

The 2-50 keV spectrum of Mkn 421 and Mkn 501 are consistent with a power

law with a number spectral index of F = 1.7 (Dean and Ramsden 1981).

1.1.2 The X-ray and Gamma-ray Spectrum of AGN

Active galaxies are observed to have rather hard x-ray spectra and thus

are expected to be observable at gamma-ray energies. X-ray observations

have lead to the conclusion that AGN have power law hard x-ray number

spectrum with spectral index F compatible with a universal value of 1.7 (see

below). This consistency over a wide range of luminosities points to a com-

mon, fairly scale invariant, emission process. For such a spectrum the lumi-

nosity per decade in energy increases with energy, so that we expect some

break or turnover in the spectrum at higher energies. Upper limits from SAS-

2 and COS-B for AGN (Bignami et al. 1979, Pollock et al. 1981) lead to the

conclusion that in general this break occurs below 50 MeV. Thus the high-

energy luminosity of these objects generally peaks somewhere between 100

keV and 50 MeV.
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The largest body of published AGN x-ray spectra come from the satel-

lites HEAO-1 and HEAO-2 (the Einstein Observatory). Table 1.1 summarizes

the characteristics of the A-2 and A-4 experiments on board HEAO-1, and the

Imaging Proportional Counter (IPC) and Solid State Spectrometer (SSS) on

board HEAO-2.

Satellite

Operational

Experiment

Type

HEAO 1

1977-1979

A-2

Gas

Proportional

Counters

A-4

NaI/CsI
Phoswich

Scintillators

EinsteinObservatory

1978-1981

SSS

Silicon(Li)
Solid State

Detector

IPC

Gas

Proportional
Counter

Energy Range 2-60 keV 12-2300 keV 0.4-4 keV 0.15-4 keV

Field of View 1.5 °× 30-3 ° × 6° 1.5 ° × 20 ° 6" Diameter 75" × 75'

Beam Size

Reference

1.5°× 3°.3°× 6° 1.5 ° X 20 ° 6" Diameter

Giacconi

et al. (1979a)

Matteson

et al.(1978)

Rothschild

et al. (1979)

l'xl'

Giacconi

et al. (1979a)

Table 1.1. Characteristics of selected experiments from the High

Energy Astronomy Observatory satellites HEAO 1 and HEAO 2 (the Einstein

Observatory).

The instruments of HEAO-1 had coarse angular resolution achieved with pas-

sive collimation and together covered a rather broad energy range. In contrast

the Einstein Observatory was equipped with grazing incidence angle mirrors

providing fine angular resolution within a rather restricted energy range. The

focusing optics of the Einstein Observatory allowed an improvement in

signal-to-noise ratio by providing a large collection area to rather small detec-

tors. This was best utilized by the position-sensitive IPC, which detected

numerous sources unobserved by HEAO-1 A2. The SSS which had superior

energy resolution, lacked position resolution, and therefore could not achieve
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the same sensitivity as the IPC.

The widest energy range observations of the universal power law spectra

of AGN come from the twelve active galaxies that were observed by both the

A4 and the A2 instruments on HEAO-1 (Rothschild et al. 1983). These were

bright high-latitude x-ray sources selected before flight, consisting mainly of

Seyfert I galaxies. With the exception of NGC4151, which showed evidence

of photo-electric absorption at low energies, a power law provided a good fit

to the combined A2 and A4 spectrum of each source in the 2-165 keV energy

range. A thermal bremsstrahlung model was in general less acceptable. The

power law spectral indices were distributed about a mean of 1.67 with a sta-

tistical error on the mean of 0.03. The indices had a rms deviation, of 0.15,

setting an approximate upper limit of 0.15 to any intrinsic galaxy-to-galaxy

dispersion in spectral index. Rothschild et al. computed the mean spectra of

these twelve AGN, which was well fit with a power law with index r = 1.63,

with no evidence of a break in the spectrum.

Spectra of AGN observed by HEAO-1 A2 in the 2-30 keV range are

available for 20 sources (Mushotzky et al. 1980, Mushotzky and Marshall

1980, Mushotzky 1982). These spectra can be described by power laws with

differing amounts of low-energy absorption. The mean spectral index is

r = 1.65 with the observed dispersion of 0.1 being consistent within errors of

zero intrinsic dispersion.

At the lower energies of Einstein observations, a model more complicated

than a simple power law is needed to describe the spectra of AGN. In partic-

ular, it is found that some AGN have their spectra altered by photo-electric

absorption within the source. Thus the description of the spectra requires a
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column density nH of absorbing material as well as a power law index.

Petre et al. (1984) derived the spectra of 15 high-luminosity

(Lo.z5-,.6k, v > 1043"Serg/s) QSOs and Seyfert galaxies from Einstein SSS data.

These spectra showed no evidence of absorbing material intrinsic to the

source with nH > 2"1021/cm 2. The mean power law index found for the sam-

ple was r = 1.66 while the observed dispersion was consistent with zero intrin-

sic dispersion. In a subsequent paper Reichert et al. (1985) examined a com-

plementary sample of 12 low-luminosity AGN using Einstein SSS data. They

found each spectra to be consistent with a power law with spectral index of

r ffi 1.7 with one of three cases of absorption: Four of the 12 AGN showed no

sign of intrinsic absorption (nil <1021/cm2), three were consistent with a uni-

form absorbing column, and the remaining five required a 'patchy' absorber

that only partially covered the sources. The sources with absorption required

mean column densities ranging from 1022 to 2.1023/cm 2.

Thus high luminosity AGN show little absorption, while low luminosity

AGN appear to separate into two groups; those with little absorption, and

those with significant absorption. The absorption is considered to occur in

the Broad Line Region, which consists of a swarm of dense clouds each

smaller than the central x-ray source. The x-ray absorbing column consists of

a small number of clouds, with variations in this number leaving portions of

the source totally exposed (Lawrence and Elvis 1982).

It appears then that AGN have a universal spectra, consisting of a power

law of spectral index F = 1.7, at least in the 2 to 165 keV energy range. At

energies below 2 keV evidence remains of this universal spectral index. How-

ever the spectra are altered by absorption in the source, with the amount of
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absorption varying from source to source, and being anti-correlated with the

source's x-ray luminosity. The absorption depends on the geometry of

material around the source, and as such the AGN spectra in the 0.1-4.5 keV

range may be a useful probe of this material. The complicated nature of the

absorption however makes the soft x-ray luminosity of an AGN a poor indica-

tor of the luminosity at other energies.

In the low-energy gamma-ray range the spectra of only a few AGN have

been measured, with these measurements providing rather loose constraints

on the spectral shape above 0.5 MeV. However upper limits from higher

energy measurements indicate that AGN spectra must steepen significantly.

Bignami et al. (1979) reported the results of searching the SAS-2 data for

gamma-ray emission from known x-ray emitting active galaxies. This search

resulted in no positive detections, but set upper limits on the 35-100 MeV flux

and >100 MeV flux from 30 known x-ray sources. These limits lead to the

conclusion that for all the sources studied, the power law spectrum observed

at x-ray energies cannot extend into the high-energy gamma-ray range, but

rather the spectra must steepen substantially between 50 keV and 35 MeV.

Analysis of the COS-B data supports this conclusion. COS-B detected

the QSO 3C 273 (Swanenburg 1978), with a flux in the 50 to 150 MeV range

two decades below that predicted from an extrapolation of the x-ray data. A

search of the data for gamma-ray emission from known active galaxies pro-

duced upper limits for 51 sources, and in some cases these limits were more

restrictive than those from SAS-2 (Pollock et al. 1981). Thus the COS-B data

reinforces tile Conclusion that the Spectra of AGN in general must steepen

between the hard x-ray and high-energy gamma-ray regions.
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1.1.3 The Diffuse X-ray and Gamma-ray Background

The diffuse cosmic background has been a topic of study since the begin-

ning of x-ray and gamma-ray astronomy. This background is due to the

combined flux from all extragalactic sources, diffuse intergalactic processes,

and any primorial radiation originating from early epochs of the universe. Its

interpretation could be cosmologically important, but at present this interpre-

tation is uncertain because of the wide range of sources and processes that

could contribute to it. The measured spectrum, however, places a useful

upper limit on the total flux received from any single class of sources, con-

straining both the number and the spectra of these sources.

Figure 1.1 shows the spectrum of the cosmic background from 3 keV to

100 MeV. The Figure shows the energy incident per logarithmic intervM of

energy. Three measurements from space craft are shown. The data from 3 to

400 keV are from HEAO-1 A-2 (Marshall et al. 1980), while that from 300

keV to 10 MeV are the Apollo results (Trombka et al. 1977), and the spectra

above 35 MeV is the SAS-2 measurement (Fichtel et al. 1978). The measure-

ments from two balloon-borne experiments are also shown. These are the 20

to 165 keV results of Kinzer et al. (1978) and the 100 keV to 4 MeV measure-

ments of Fukada et al. (1975). The plot also shows a lower limit to the AGN

contribution to the cosmic background, which will be discussed below.

The measurements of the cosmic background are difficult in each energy

interval, involving the separation of the cosmic component from other, often

dominant, sources of background. For this reason such measurements may

suffer from systematic errors. For a discussion of the experimental problems

in each energy band see the review by Horstman (1975). In particular the
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Figure 1.1. The diffuse cosmicbackground spectrum from 3 keV to

100 MeV. The 3 to 400 keV HEAO-A2 data is from Marshall et al.

(1980), the 300 keV to 10 MeV Apollo data is from Trombka et al.

(1977), and the SAS-2 data above 35 MeV is from Fichtel et al (1978).

The balloon flight results in the 20 to 165 keV interval are from Kinzer

et al. (1978), and the balloon flight results from 100 keV to 4 MeV are

from Fukada et al. (1975). Uncertainties are shown for the spectral

normalization only, except for the Kinzer et al. (1978) data for which

point-by-point uncertainties are given, and for the Apollo data, for

which the uncertainties are those given by Trombka et al. (1977) for

tabulated fit points. Also shown is a lower limit to the active galaxy

contribution to the background, which is discussed in the text.



Y

2

0__

03

c_

o

- 16-

" 0

v

D.J

>-

_%

0

%

n..-
L.d
Z
Ld

(_ss _WOlAe_I),



- 16-

existence of the bump in the spectrum between 1 and 5 MeV has frequently

been debated. The measurements of several investigators have however

confirmed this feature (White et al. 1977, Schonfelder et al. 1977, Schonfelder

et al. 1980).

Historically the cosmic background has been explained as either the

superposition of discrete sources, or as due to a diffuse mechanism, with both

explanations seeing favor at various times. The 1-5 MeV bump has drawn

much attention, with explanations including induced positronium annihilation

(Heffernan and Liboff 1984), gravitino decays at high redshift (Olive and Silk

1985), 58Co decay in supernova, and the superposition of fluxes from Seyfert

galaxies with NGC4151 like spectra (Webber et al. 1981).

With the data available from HEAO-1 and HEAO-2, it is now clear that

discrete sources can make a significant contribution to the cosmic background

at all x-ray and gamma-ray energies. Thus, until the contribution from

discrete sources is accurately estimated, the existence of any truly diffuse or

primordial component is uncertain. We will discuss the methods for estimat-

ing the background contribution due to active galaxies. The first is based on

the emissivity per unit volume due to AGN, which, while being more general,

produces uncertain results because of the unknown evolution of this emis-

sivity. The second method depends on the surface density of AGNs above a

given flux level, and is useful for setting a firm lower limit to the total contri-

bution to the background.

Emissivity Method. In a Friedmann cosmology the differential energy

flux $(E) (erg/cm2"s.keV) received from a source at cosmological redshift z is

given by
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1 L([I+zlE) (1.1)
S(E) : [l+z] 4_rR_(z)

where L(E) is the source's differential luminosity (erg/keV.s) as measured in

the source's rest frame, and 4_rR2(z) is the surface area of the sphere generated

by all photons emitted by the source at the same time as those presently

being detected. This follows directly from the conservation of photon

number, with the factor of [l+z] arising from the dilation of the time interval

between photons. An explicit expression for R(z) may be found in Misner,

Thorne and Wheeler (1973, equation 29.33).

We can describe the spatial and luminosity distribution of a class of

sources by a differential luminosity function ¢b,,(LIE,z), which gives the

number of sources per unit luminosity per unit coordinate volume (volume at

the present time rather than the time of emission) with differential luminos-

ity L and energy E as measured at rest at redshift z. Partial knowledge of the

luminosity function can be obtained from a sky survey, such as the Einstein

Medium Sensitivity Survey (Maccacaro et al. 1984) or the HEAO-1 A2 High-

Latitude Survey (Piccinotti et al. 1982). The luminosities and redshifts of a

sample of sources are in general fit to a parametric model of the luminosity

function. At low luminosities and at high redshifts the results will be model-

dependent because the survey contains little information about the luminosity

function for such sources.

The flux due to this class of sources depends only on the bulk emissivity

¢¢

8.(E,.) = f  (LIE,.)LdL (1.2)
o
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which gives the total source luminosity per unit coordinate volume. This may

have large contributions from low luminosities where the luminosity function

is poorly known. In particular, if the luminosity function is described by a

power law in a limited range (e.g. Piccinotti et al. 1982) then the bulk emis-

sivity will be very sensitive to the lower luminosity cutoff used. From the

bulk emissivity and (1.1) we may calculate the total flux 5',(E}

(erg/cm2.s.keV.sr) due to this class of sources as:

Z

= 1--- "(B.([t+,]E,,) CVd,4_ [l+z]4._R2(z) dz
(1.3)

where dV/dz is the rate that the total coordinate volume within the sphere

defined by redshift z increases with redshift. We have assumed a cutoff in the

luminosity function at a redshift zm,x, which represents the epoch at which

galaxy formation began. For a Friedmann cosmology with Hubble constant

Ho and deceleration "parameter qo (with cosmological constant A=0) the total

coordinate volume within redshift z increases as

dV 4_rR2(z )¢

= Ho[l+zlVi+2qoz
(1.4)

(Misner, Thorne and Wheeler 1973, equations 29.4 and 29.32a). Therefore the

total flux from a class of sources is

B.([I+,]E.,)
S.(E) = 4"rrHo [l+z]2_ d" (1.5)

From this result it would appear that the calculation is sensitive to errors in

Ho, and qo. However if the value of Ho used to determine _,,(LIE,z) is
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employed, then B,,(E,z)/H,, is to first order independent of Ho. The dependence

of the result on qo is small (Avni 1978) compared to the uncertainties intro-

duced by the unknown behavior of (b,,(LIE,z) at small luminosities and large

redshifts.

Several authors have attempted these calculations, producing various

estimates of the contribution of active galaxies to the cosmic background.

From the Einstein Medium Sensitivity Survey, Maccacaro et al. (1984)

estimated that 62-123% of the 2 keV background is due to active galaxies.

They assume the luminosity function evolved by pure luminosity evolution,

which is equivalent to assuming that the luminosities of individual sources

decrease exponentially in time, with the present distribution in luminosity

being homogeneous in space. For pure luminosity evolution the redshift

dependence of the luminosity function is

¢,,,(L IE,z) = f d,,,(Lo IE,O)8(L-eC_(')Lo)dLo (1.6)
0

where T(z) is the look-back time, the time in units of 1/Ho since presently

detected photons where emitted by a source at redshift z, and the evolution-

ary parameter (7 is obtained by model fitting. The evolutionary parameter

determined by Maccacaro et al. (1984) was (7 = 4.85 with a 95% confidence

interval of [2.94,6.11], while the z=o luminosity function determined fit a

power law _L-_ with "t = 3.6 for luminosities above 1025erg/s.Hz at 2 keV,

but falling below this relationship for lower luminosities. This turnover in the

luminosity function may be due to absorption in low luminosity sources.
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Piccinotti et al. (1982) estimated from the HEAO-1 A2 data that about

20% of the 2-10 keV background is due to AGN. The HEAO-1 A2 High-

Latitude Survey contained only nearby sources with the largest AGN redshift

being 0.158, so that only a local luminosity function could be derived. The

20% estimate therefore assumes no evolution of the luminosity function.

Cavaliere et al. (1985) suggest a differential luminosity evolution model

for the luminosity function, in which evolution is strongest for high-

luminosity sources, and does not occur at all for the lowest luminosity

sources. This model is based on the conception that AGN are fueled by a

compact mass stockpile that is depleted because of insufficient replenishment

from the host galaxy plus a steady mass inflow largely independent of the

compact mass supply. Based on this model, Danese et al. (1986) have com-

puted luminosity functions compatible with the HEAO-1 A2 data and the

Einstein Medium Sensitivity Survey data that predict 23_o to 53% of the 2 to

10 keV background being contributed by active galaxies. These results indi-

cate then that a sizeable fraction of the x-ray background could be due to the

flux from active galaxies. Accurate estimation of this contribution, however,

must wait for a more accurate determination (perhaps by AXAF) of the AGN

luminosity function's low luminosity and evolutionary behavior.

Surface Density Method. There is an alternate formulation for deter-

mining the background contribution of a class of sources that allows us to set

firm lower limits. The flux from a class of sources is given by

= .fN.(S)SdS (1.:)

where N,,(S) is the surface density of sources in this class (number per solid
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angle per unit flux) with source flux S. This places the burden of the calcula-

tion upon the estimation of N_(S) which for low fluxes must be calculated

from the poorly known luminosity function with assumptions about cosmol-

ogy (see Section 1.3). For large source fluxes however N.(S) is directly

measurable, allowing us to place accurate lower limits on the discrete source

contribution to the background.

Survey

MSS

HSS

Energy

0.3-3.5 keV

1-3 keV

Relation

NAQN(>S) = 3530
_r

N¢,u.,e..(>S) = 1100
Dr

F. s I
12"lO-'Serg/cm2"s I

I' S [-z.o4±o.2s2.10-Xaerg/cm_.s

N(_'2.6"lO-X'erg/cm2"s ) = (6.3_-2.6).10"/sr
i

Table 1.2. Einstein Observatory surface density results. The Medium

Sensitivity Survey results are from Gioia et al. (1984) and apply to 0.3-3.5

keV fluxes in the 7. 10"14-2-10"12erg/cm2.s range. The High Sensitivity Survey

result is from Giacconi et al. (1979b) and applies to the

1-3 keV flux of all extragalactic sources.

Table 1.2 summarizes the Einstein Observatory surface density measure-

ments. From the Einstein Medium Sensitivity Survey Gioia et al. (1984) have

determined N_(8) separately for AGN and galactic clusters. For a Euclidean

universe with no expansion the N_(S) should be proportional to 8 -_.5. They •

found instead a dependence on S-2-_1 for AGN, and a dependence on S -'.°4 for
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galactic clusters. This is direct evidencefor evolution with more luminous or

numerous AGN in the past, and less luminous or numerous clusters in the

past. The Einstein High Sensitivity Survey (Giacconi et al. 1979b)measured

N(>8) for extragalactic objects at a 1-3 keV flux of 2.6.10"14erg/cm2.s (or

4.5.10"14erg/cm2.s for 0.3-3.5 keV assuming a power law F=1.67). This result

is compatible with the Medium Sensitivity Survey AGN surface density rein-

tion. Giacconi et al. (1979b) estimated the contribution from

S>2.6.10"14erg/s (1-3 keV) as 26-11% of the background, assuming

N(8)_8 -_.5. If we instead use the Medium Sensitivity Survey results

integrated over the range 4.5.10"14-10"llerg/cm 2, we obtain lower limits to the

discrete source contributions of 10% of the background for AGN and 3_ of

the background for clusters at 2 keV (where we have extrapolated the 2 keV

background level from the Marshall et al. (1980) measurement).

The galaxy clusters have a thermal spectrum which falls quickly with

increasing energy; however, as we have seen, the active galaxies have a rather

hard spectrum, which will increase their importance at higher energies. If we

assume that all AGN have a spectra with the hard x-ray power law index of

F = 1.67, then we can extend the lower limit to other portions of the spec-

trum. This is shown in Figure 1.1. In this extrapolation no correction has

been made for the obscuration observed in the Einstein energy range. Such a

correction would tend to increase the estimate of the AGN contribution at

higher energies.

Clearly, as several authors have pointed out (e.g. Rothschild et al. 1983,

Bassani and Dean 1984) to avoid over-subscribing the background, a substan-

tial fraction of AGN spectra must turn over below an observed energy of 5
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MeV, where the AGN lower limit and the background spectra meet. We may

also conclude that if a large fraction of AGN spectra extend to the MeV

region, then the background above 0.5 MeV isdominated by the AGN contri-

bution. If the AGN contribution is as large as 50_ or largerin the soft x-ray

as suggested by Maccacaro et ai.(1984),then the spectra of AGN must turn

over in the hard x-ray, which has not been seen. This suggests that the pure

luminosity evolution model that they have used to fitthe Medium Sensitivity

Survey isat odds with the existing hard x-ray data.

1.2 Source Models

The common features of active galaxies,such as their compact, highly

luminous nature, their emission line structure, and the universal nature of

their hard x-ray spectra, have engendered the hope that one day these objects

may be explained by a singlemodel. The bewildering diversityof optical and

radio behavior which has led to numerous classes and subclasses of AGN

would then be seen as secondary characteristicsthat hide the intrinsicsimilar-

ity of these objects. The success of such a unificationwill depend on wide-

band observations of many sources, with a key role to be played by gamma-

ray astronomers. At present, while tentative attempts have been made at

constructing a unified picture of AGN (Begelman 1986, Blandford 1985), no

widely accepted general theory exists. We must therefore be satisfiedwith a

few unifying concepts.

Compactness. A feature common to all AGN is a large luminosity

(1040-1047erg/s) emanatirig from a relatively small region (1012-1017cm). This

compactness has motivated many models of AGN that are based on a central
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massive -(106-1010M®) black hole. For a review of these models see Blandford

(1985), and Rees (1984). We will consider here only the evidence for compact

central sources, .and a few of the consequences of this compactness.

Direct evidence for the compactness of AGN comes from the comparison

of their luminosities with their minimum variability time-scales. Figure 1.2

compares the 2-10 keV luminosities of several AGN with their minimum x-ray

variability time-scales. The data is from the compilations of Barr and

Mushotzky (1986), and Wandel and Yahil (1985). The variability time-scale

ht is the minimum time period over which.the source flux changes by a factor

of two. Only Seyferts and QSOs for which this time-scale is resolved within a

factor of two are shown. For the BL Lacs shown, the variability time-scales

are less well-resolved, and may in general be taken only as upper limits.

The minimum variability time-scale at of a source provides an upper

limit to the radius R_ of the x-ray source region. We expect eat = aRffi where

¢ is the speed of light. The proportionality constant a is model-dependent,

but always greater than unity. The only exception to this is if the variable

flux is due to material in bulk relativistic motion. In the context of a black

hole model, it is of interest to compare this radius to the source's

Schwarzchild radius

Rs = 2GM =c_ 2.98"10%m/-_-} <eAt (1.8)

where g is Newton's constant. This comparison produces an upper limit to

the source's mas_.
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Figure 1.2. Minimum x-ray variability time scale versus 2-10 keV

luminosity for active galaxies. The time-scale At is the minimum two-

folding time, which for the Seyferts and QSOs shown has been resolved

within a factor of two. The data is from the tabulations of Barr and

Mushotzky (1986), and Wandel and Yahil (1985). The line shows the

relations between x-ray luminosity and variability time scale for

Eddington limited sources which radiate 10_o of their luminosity in the

2 to 10 keV band, assuming a variability time scale of five times their

Schwarzchild radii over the speed of light.
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In contrast, the luminosity of a source may be used to determine a lower

limit to its mass. If a source is assumed to be gravitationally bound, then the

balance of gravity with radiation pressure at the surface of the radiation's last

scatter sets an upper limit to the source's luminosity for a given source mass.

This limiting luminosity, the Eddington luminosity, is given by

4_rcGMmp= 1.26.10SSerg/s (.__ ] (1.9)LEDD = _r

where M is the source mass, mp the proton mass, and ar the Thomson cross

section. The derivation of this limit assumes a spherically symmetric distri-

bution of fully ionized hydrogen plasma around an isotropic central source,

with the bulk of the radiation of energy lower then the electron rest mass.

The Eddington luminosity provides reasonable limit to the order of magni-

tude of the source luminosity even when these conditions are not met, with

the notable exception being the condition of the source's isotropy. If the radi-

ation is beamed, then the luminosity inferred for an isotropic source from the

observed flux can greatly exceed the Eddington limit. The lower limits to

source masses set by requiring the 2-10 keV x-ray luminosity of AGN to be

less than their Eddington luminosity, range from _ 102M_ for low luminosity

Seyfert I galaxies, to --109Me for high luminosity QSOs.

If we assume the presence of a central black hole, with the x-ray flux

emanating from a radius of R, = 5Rs (Lightman et al. 1979), and require that

the total luminosity be less than the Eddington limit, we obtain a limiting

relationship between L, the source's total luminosity, and At, the source's

minimum variability time-scale. This is shown in Figure 1.2 where we have
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assumed the bolometric correction L = IOL2-i0. This correction israther unc-

ertain and assumes the source spectra continue out to i MeV with a power

law slope of F = 1.67. Gamma-ray observations would result in improved

luminosities, and perhaps shorter variabilitytime-scales. The Seyferts and

most of the QSOs have luminosities below this limit,and in this respect are

compatible with black holes radiating at 10"I to 10-3of their Eddington limit.

Two of the BL Lacs and one of the QSOs violate this limit,suggesting that

the sources are beamed.

The Energy Source. If the central source is indeed a massive black

hole, then the energy needed to create the observed luminosity may be sup-

plied by mass "_ccretionor be extracted from the rotational energy of the

black hole by the Blandford-Znajek mechanism. The Blandford-Znajek

mechanism (Blandford and Znajek 1977) requires only a very small accretion

rate, but implies a former era of accretion to build up a massive rotating

black hole. If the source is powered by accretion then the accretion rate

required is

= o.178M®/ ,o.1 L (1.10)
"q lOlSerg/s

where 11 is the efficiencywith which mass is converted to energy (typically

estimated as 0.1). This gives the rate of growth of the black hole mass. The

exponential time constant associated with this rate of growth is T--M/_,

which, relativeto the Hubble time I///o,is

= "q.ILE, DD ]

HoT 40 t--'T-J (1.11)
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assuming a value of 55 km/s-Mpc for Ho. Thus in order for a massive black

hole to form by accretion in a time short compared to the Hubble time, either

it must experience a period of low efficiency (e.g. swallowing stars whole), or

it must radiate on average at a reasonable fraction (_.01) of its Eddington

luminosity.

There are several sources possible for the accreting material. These

include the interstellar medium, gas from tidally disrupted stars, and gas loss

from stars as a result of stellar collisions. The latter two sources present some

interesting possibilities. The stellar disruption and collision rates could be

greatly enhanced by interactions between galaxies. Whether this is actually

the case is at present debatable, due to our poor understanding of the trans-

port of matter to the AGN from the surrounding galaxy. If, as suggested by

Begelman Blandford and Rees (1984), all galaxies contain a central massive

black hole, then, as suggested by Roos (1985a), conditions in AGN may differ

from those in normal galaxies only because of recent mergers or interactions.

While little empirical evidence for this view exists, QSOs do appear to be

associated with regions of higher-than-average galactic density (Stockton,

1985). IRAS infrared observations of interacting pairs of galaxies have shown

that signs of nuclear activity are more common in interacting galaxies than

non-interacting galaxies (Cutri and McAlary, 1985). In particular a population

with extremely luminous infrared emission was found to be unique to

interacting pairs. If galaxy interactions are important in initiating nuclear

activity, the luminosity distribution of AGN and its evolution might be

explained on the basis of merger and interaction rates (Roos 1985a,b).
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Radiation Mechanisms. Continuum x-rays and gamma-rays from

astrophysical sources are principally the result of high-energy electrons. The

high-energy photons may be either created directly by bren_strahlung or syn-

chrotron radiation, or indirectly by the inverse Compton scattering of low-

energy photons. In a high-temperature thermal plasma the important

processes are thermal bremsstrahlung and Comptonization, with the latter

being the dominant source of electron cooling if the photon number density

exceeds the particle number density. For non-thermal (i.e. power law) rela-

tivistic electrons the important processes are synchrotron radiation and

inverse Compton scattering, Comptonization dominating if the radiant energy

density exceeds the magnetic field energy density (Fabian 1984).

A popular combination of these processes is the Synchrotron Self Comp-

ton model (SSC). In this model it is assumed that a major fraction of the

nuclear radio to ultraviolet flux is synchrotron radiation, produced by rela-

tivistic electrons in a magnetic field. The synchrotron photons then inverse

Compton scatter on the relativistic electrons to produce the x-ray and

gamma-ray spectrum. This model predicts a two-component spectrum, con-

sisting of the initial synchrotron spectrum and a Compton scattered spectrum

which mimics the form of the synchrotron spectrum but is shifted to higher

energies. Flux variation in the two components of the spectrum are expected

to be correlated, so that testing of the model must rely on simultaneous

broad-band measurements. The power law nature of the hard x-ray spectrum

is in this model a result of the initial power law electron spectrum, but at

present there is no explanation for the universal nature of its slope. For

applications of the SSC model to AGN see Bassini (1981), Urry (1984), and
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Band and Grindlay (1986).

Many authors have suggested that pair creation processes are important

in AGN. Electron-positron pairs are created by the interaction of two photons

with a total center of momentum energy greater than 2mec _ = 1.0 MeV.

Sources with high photon density can therefore be optically thick to pair crea-

tion for photons with energy above this threshold. Guilbert et al. (1983) have

shown that a source with a primary radiation mechanism which produces

(before considering pair production) a luminosity L_ above 1.0 MeV, will be

thick to pair production if

If this is the case, then a electron-positron plasma is generated, and the emer-

gent gamma-ray spectra is cutoff above _1.0 MeV. The pair plasma gen-

erates lower-energy photons, and Comptonizes the lower-energy portion of the

spectrum. Several author have attempted to calculate the resultant spectrum

under various assumptions; for examples see Fabian (1985), Zdziarski and

Lightman (1985), and Zdziarski (1984).

Jets. There is evidence that the x-radiation from some AGN is beamed.

As we have seen, the variability of some BL Lacs and QSOs require beaming

to explain their flux variability. Bassani and Dean (1986) have estimated the

attenuation of high-energy photons due to pair production for several sources,

and found that the positive 50 MeV detection of 3C273 can only be explained

by invoking beaming. Perhaps then it is no coincidence that 3C273 is also a

superluminal radio source, as superluminal motion is commonly interpreted as
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a jet-like outflow at relativistic speedoriented near our viewing direction.

If x-ray and gamma-ray producing jets are common in AGN, then flux

limited surveys will be strongly biased to include objects that contain jets

oriented in our viewing direction. Understanding which objects are beamed

and which are not then becomes an important consideration in modeling

AGN. Correlation with radio features may be important in this respect, but

direct determination of jet parameters from gamma-ray observations should

also play an important role.

1.3 Future Expectations

Future observations of active galaxies in low-energy gamma-rays should

provide information important in understanding their nature and evolution.

The observations needed are of two kinds. Detailed observation of the spec-

trum and variability of individual sources are needed to provide a general

characterization of the gamma-ray emission of AGN. Flux limited gamma-

ray sky surveys are needed for statistical studies of the distribution and evolu-

tion of the AGN population. For either form of observation, progress in

understanding AGN will require instruments with improved sensitivity. This

improved sensitivity, perhaps obtained by more sophisticated background

rejection and the prolonged exposures available from satellites, will allow

more detailed source studies and an increase in the number of detectable

sources.

With twenty or so AGN observed in low-energy gamma-rays, we will

know whether AGN spectra have a universal form or vary widely from source

to source. If the universal x-ray power law continues out to the MeV region
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with a turnover at an energy consistent from source to source, then mechan-

isms that produce such a spectrum under a wide range of conditions must be

sought. In this case the measured cosmic background in the MeV region will

tightly constrain the evolution of the AGN luminosity function and its

behavior at low luminosities. If however AGN have no universal gamma-ray

spectra, then AGN gamma-ray properties will provide clues to the difference

between the central sources of the various AGN classes.

With one hundred or so AGN observed in low-energy gamma-rays,

detailed statistical studies will begin to reveal their distribution in redshift

and luminosity. The ultimate goal of such studies is to determine the life

course of individual sources, and the history of the total source population.

These studies will also improve the understanding of the diffuse background.

1.3.1 Estimates of N(_F)

The scientific output of observational low-energy gamma-ray astronomy

will depend on the number of sources that are detectable. An experimentally

important question then is: What sensitivity is needed to detect a given

number of sources? In this section we will consider the answer to this ques-

tion, with estimates for AGN of N(_F), the surface density of sources with

number flux at a given energy above the sensitivity F.

We will estimate NAaN(>F) at 100 keV and 1 MeV. The energy of 100

keV was chosen because the power law nature of AGN spectra is relatively

well-established at this energy, while 1 MeV was chosen to be representative

of the low-energygamma-ray band. These estimates are given in Figures 1.3

and 1.4 respectively, which show 4_NAGN(_F), the number of AGN detectable
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Figure 1.3. An estimate of the number of active galaxies observable

in the full sky at 100 keV versus instrument sensitivity. Also shown is

the mean number of AGN observed to date versus sensitivity.
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Figure 1.4. An estimate of the number of active galaxies observable

in the full sky at 1 MeV versus instrument sensitivity. Also shown is

the mean number of AGN observed to date versus sensitivity.
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Source

3C390.3

NGC1275

Mkn279

3C273

NCG6814

MGC8-11-11

NGC4151

CEN A

Type

Seyfert I

Seyfert I

Seyfert I

QSO
Seyfert I

Seyfert I

Seyfert I

Energy

100 keV

Flux (lO-8/cm2"_'keV)

23

100 keV 12

27

Reference

12

12

3

100 keV 39 12

100 keV 15 9

100 keV 13 12

45

6.5

34

15,25,30,31,34,

38,51,53,63,65,74

<0.5

<1.7,1.8

<2

2

5

<12

14

15,55,55,60,85,100,

135,140,140,140,135,

155,205
0.8

<2

2

Radio

galaxy

100 keV

1 MeV

100 keV

1 MeV

100 keV

1 MeV

12

2

14

2

13

11

8

5

10

4

1

6

7

Table 1.3. Active galaxies detected at 100 keV or 1 MeV. For

each source the table lists fluxes at 100 keV reported in the litera-

ture. For those sources detected at 1 MeV the table lists reported

fluxes and upper limits. Fluxes and upper limits are from the fol-

lowing sources:

1) Baity et al. (1981)

3) Bassani et al. (1981)

5) Coe et al. (1981)

7) Hall et al. (1976)

9) Primini et al. (1979)

11) Perotti et al. (1981)

13) Schonfelder (1980)

2) Baity et al. (1984)

4) Bealle et al. (1978)

6) Gerhals et al. (1984)

8) Megan and Haymes (1979)

10) Perotti et al. (1979)

12) Rothschild et al. (1983)

14) White et al. (1980)
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in the full sky, versus the source flux limit F in units of photons/cm2.s.keV.

At the largest source fluxes we may use detections reported in the literature

as a lower limit to the number of detectable sources. These are listed in table

1.3 and in Figures 1.3 and 1.4 represented by the stair-stepped curves, which

give the cumulative number of sources detected above a source flux F. For

sources with multiple detections or reported upper limits, the ratio of the

number of detections above a given flux, to the number of upper-limits below

this flux plus the total number of detections was computed. This ratio for all

the sources was then summed.

To obtain estimates at lower flux levels we must extrapolate from the

more numerous observations in other energy bands. We will employ the x-ray

data and assume that each source has a power law spectra with index

F = 1.67 over all relevant energies. For extrapolation to 100 keV this is

uncontroversial, but for extrapolation to 1 MeV we are are assuming that the

spectral break is beyond 1 MeV for all AGN. With the data available (1 out

of 3 sources has shown a break in the spectrum, this being at _3 MeV) we

can proceed in no other fashion. However if this assumption is not true, our

estimate will need to be reduced by the fraction of AGN with spectral breaks

below 1 MeV.

The x-ray data to be considered consists of the NAaN(_8) relation deter-

mined for the Medium Sensitivity Survey, and the local luminosity function

determined from the HEAO-1 A2 High Latitude Survey. The Einstein survey

provides the deepest sampling in redshift, with the evolution of the luminosity

function apparent in NACN(>S). Unfortunately the N(_$) predicted for the

HEAO-1 A2 survey from the Einstein data is approximately a factor of three
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lower than that measured. This prediction involves the extrapolation from

the Einstein 0.3-3.5 keV energy range to the 2-10 keV HEAO-1 A2 range. The

two surveys also disagree on the shape of the local luminosity function. As

pointed out by Maccacaro et al. (1984), photo-electric absorption which is

found mainly in low-luminosity sources, causes low luminosity sources to be

under-represented in the Medium Sensitivity Survey. Reichert et al. (1985)

showed that this obscuration can qualitatively explain the difference between

the local luminosity functions. Thus because of the obscuration present in the

Einstein energy band, we cannot use the Medium Sensitivity Survey results

directly.

Piccinotti et al. (1982) obtained a local luminosity function for AGN

from the HEAO-1 A2 survey. This is a power law in the source luminosity to

the -2.75 power over the 2-10 keV luminosity range of 3.1042 to 1.5-1045

erg/s. Near the bottom of this range there are indications of a turnover in

the luminosity function. For lower luminosities Elvis et al. (1984) have

estimated the luminosity function based on optical data and optical x-ray

correlations. To obtain an NAGN(>8 ) relation from this luminosity function,

we need a cosmological model and a model of how the luminosity function

evolves with redshift. For high source fluxes the resulting surface densities are

model independent and may in fact be calculated from a simple Euclidean

model. This simple model however does not incorporate the evolution evident

in the Medium Sensitivity Survey or comparable optical surveys. We will

therefore use the q0=0 cosmology and the pure luminosity evolution model

employed by Gioia et al. (1984) in their analysis of the Medium Sensitivity

Survey. In this model the evolution of the luminosity function is given by
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(1.6) where the evolutionary constant C = 4.85 and the look back time takes

on the simple form -r=z/(l+z). With the source flux in units of

(erg/cm2.s.keV) and luminosities in units of (erg/s.keV) we may calculate the

AGN surface density from

ZmbxcC

1 fod)AGN(L I[l+z]E,z)_(8 4"_[1NAGN(8) = W fo L )dL d___Vdz+,]R_(,) _,
(1.13)

The number flux relation NAGN(._F ) resulting from this model is shown

extrapolated to 100 keV and 1 MeV in Figures 1.2 and 1.3. For large fluxes

the log-log slope is 1.5 as would be found with a Euclidean calculation. At

lower flux levels the slope increases, reaching a value of 1.75 at a flux of

10"Tphotons/cm2"s.keV for the 100 keV curve. The curve for 100 keV is in

fair agreement at large fluxes with the reported detections. The relation at 1

MeV however greatly under-predicts the current number of detections. For

the given NAaN(.)F ) relation, the probability of detecting three or more AGN

above a flux of 1.5.10"Sphotons/cm2.s.keV is only 0.007. Thus either we hap-

pen to be favorably situated near these sources, or our assumptions about the

AGN spectra that were used to extrapolate from 100 keV to 1 MeV are

wrong. The predicted number of sources is fairly sensitive to these assump-

tions. We have assumed that there is no dispersion in the spectra indices, if

the dispersion is as large as the 0.15 upper limit of Rothschild et al. (1983)

then NaaN(>F) will be larger by a factor of nearly two. This is due to the bias

toward detecting the sources with harder spectra. We could also consider

alternate forms for the spectra above 100 keV. However any assumed spec-

tral form that increases NAcN{>-_) at 1 MeV will also increase the AGN
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contribution to the background at 1 MeV. To avoid over-subscribing this

background and yet increase the surface density at high fluxes at the same

time, we would need to postulate a harder spectrum extending out beyond 1

MeV for nearby sources,but with distant sources having a break in their

spectrum below 0.5 MeV. At present, the evidencethat at 1 MeV NAaN(>F)

iS higher than our estimate, is fairly weak; however it is clear that only a

handful of future detections establishing the present experimental trend

would provide evidence for spectral evolution of AGN.

1.3.2 Instrumental Requirements

Important contributions to the understanding of active galaxies can be

made by instruments operating in the 100 keV to 10 MeV region. If such an

instrument had a sensitivity of 2.10"6photons/cm2.s.keV at 100 keV and

4.10"8photons/cm2.s.keV at 1 MeV it would be capable of observing one hun-

dred AGN and observing the brightest AGN in great detail.

To obtain this sensitivity an instrument must be provided with sufficient

background suppression, detector area and observation time to reduce the sta-

tistical uncertainty on a flux measurement to a fraction of this level. Just as

important as the statistical uncertainty of a flux measurement however is the

systematic uncertainty. Gamma-ray instruments operate in environments with

backgrounds much larger than the astrophysical fluxes being measured. Small

fractional errors in the measurement of these backgrounds can have major

impacts on the flux measurements. Observational techniques that require phy-

sical motions or changes of the instrument, or prolonged periods of time

between source and background measurements are subject to systematic
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errors due to slight alterations of the background.

In addition, an instrument with the statistical and systematic capability

to detect 100 sources will in fact not be able to do so if it cannot individually

resolve them. To resolve 90% of these 100 sources from each other requires at

a minimum an angular resolution of 3.6 degrees. However in reality this angu-

lar resolution is not sufficient. The sky contains numerous weak sources that

cannot be individually detected, yet the total flux from such sources within an

instrument's field-of-view can vary significantly with direction, and is in fact

a source of systematic error in any source flux measurement. Consideration of

the angular resolution requirements of a gamma-ray instrument will be the

topic of the next chapter.
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2. Angular Resolution Requirements for Gamma-ray

Instruments

The past achievements of gamma-ray astronomy have been accomplished

with instruments having fairly modest angular resolution. These instruments

have typically been collimated detectors with active shielding and a field-of-

view ranging from 10 to 1000 square degrees, or Compton telescopes with an

angular resolution on the order of 5 degrees. Future instruments, capable of

detecting tens or hundreds of sources, will need much finer angular resolution.

The need for this resolution is driven by two factors, the need to establish

source locations with sufficient accuracy for determining unique counterparts

at other energies, and the need to reduce the confusion of source flux meas-

urements caused by other nearby sources. In this chapter we will consider the

angular source localization requirements for successful counterpart

identification, and the angular resolution requirements imposed by source con-

fusion considerations.

2.1 Source Localization

Basic to the study of any gamma-ray source is the determination of its

source direction. Accurate determination of this direction is needed for the

comparison of measurements at different times or different energy bands. For

newly-detected sources it is particularly important to establish a source's

direction with sufficient accuracy to determine unique x-ray and optical
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counterparts. These identifications allow wide band studies of individual

sources, and comparison of properties of source populations at different ener-

gies. We will assume that it is sufficient in most cases to be capable of identi-

fying unique x-ray counterparts. The more accurate x-ray source direction can

then be used for identifying counterparts in other energy bands.

The determination of a counterpart of a gamma-ray source in the x-ray

energy band requires searching within a plausible region of the sky for a

source of plausible type with flux within a plausible range. If such a source is

found, and the random chance of finding such a source is small, then we have

succeeded in identifying a counterpart. The plausible region of the sky is

determined by the measured gamma-ray source direction and its error, which

we will call the localization accuracy. We wish to make this small enough that

the random chance of finding a plausible counterpart is also small. We will

assume the counterpart is an active galaxy. Thus to determine the desired

localization accuracy, we need to determine a plausible range of x-ray source

fluxes, and the surface density of AGNs with these fluxes.

To be specific let us consider an instrument which operates from 100 keV

to several MeV. The spectrum measured for a source will in general be best

determined at lower energies, due to the nature of gamma-ray backgrounds.

Let us suppose then that the instrument has detected a source with flux F

such that the surface density of AGNs (number per solid angle) at 100 keV

iSNAa_(>F) = N. From the 100 keV flux we can extrapolate to the 2 keV x-

ray flux 5'_ using the known hard x-ray spectral shape. We may then search

x:ray catalogues for sources in the same region with reported flux near this

extrapolated value. We will find a surface density in the x-ray of
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NAON(>Ss) _ N. However, AGN are variable, and the extrapolation poor in

the soft x-ray, so that it is plausible that any existing measurement of the

sources x-ray flux is lower than the extrapolation by as much as a factor of

10. Taking NAo_()S,) as a power law with index -1.71, we can thus estimate

the surface density of plausible counterparts as 50N. We will assume that the

random chance of a plausible source being within the area _r_ is less than .1,

where _0 is the localization accuracy. This requires a location accuracy of

.025 (2.1)
o'e <'_

or less than a half degree if 100 sources are detectable in the full sky.

2.2 Source Confusion

The N(.>F) relation allows us to predict the number of sources that will

be observable with an instrument of a given sensitivity. However if the instru-

ment does not have sufficient angular resolution, observation of these sources

will be difficult if not impossible. With poor angular resolution, confusion of

the weaker sources will hamper the instrument's ability to measure their

fluxes. Source confusion is a condition where the flux measurement of a

source is seriously affected by the presence of other nearby sources. In the

simplest case the closeness of two comparable strength sources prevents the

individual measurement of their fluxes. More common for gamma-ray AGN

however is the situation where numerous weak sources interfere with the

measurement of the flux from a stronger source.
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2.2.1 Source Confusion and Background Fluctuation Estimates

We will begin our discussion of source confusion by considering a simple

model that will indicate the nature of confusion problems, and produce some

estimates of the angular resolution needed to avoid these problems. In this

model we will consider a simple instrument with a sensitivity F.,. that has a

circular field-of-view with solid angle fl. We will assume that the instrument

has a flat angular response so that the flux measured is simply the sum of the

fluxes from all sources within the field-of-view. We will divide the sources in

the sky into two classes; strong sources that have flux greater than the

instrument's sensitivity, and weak sources that have flux less than the sensi-

tivity. We will first consider the confusion of strong sources. Then, consider-

ing the summed flux of the weak sources as a background, we will estimate

the size of statistical fluctuations in this background relative to the sensitivity

of the instrument. In section 2.2.2 we consider a more general analysis of

source confusion.

Strong Source Confusion. If a strong source is centered on the field-

of-view then its flux will be confused by the presence of any other strong

source in the field-of-view. If we assume that the field-of-view is much smaller

than the full sky and that the strong sources are randomly distributed over

the sky, then probability of another strong source being in the field-of-view

depends only on the mean number of sources per field-of-view. This mean is

IJ.= flN(.> F,,,, ). If _ is small then it in fact gives the probability of confusion

by another strong source. Thus these simple considerations impose the resolu-

tion requirement
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(2.2)
a << N(.>Fo,,,)

If for example the instrument is able to detect 100 sources in the full sky and

we wish less than 10% to be confused with other strong sources, then the

radius of the field-of-view should be less than 3.6 ° .

Background Fluctuations. We will consider the weak sources as con-

tributing to a background that must be subtracted from any flux measure-

ment. This background will vary from field-of-view to field-of-view due to the

differing number and flux of the sources that contribute to it. These varia-

tions, or background fluctuations, are unmeasurable by the instrument and

constitute a source of systematic error in any source flux measurement.

We will suppose that the weak sources are randomly distributed over the

sky and that the field-of-view is much smaller than the full sky. The surface

density of sources N(F) gives the distribution of source fluxes. N(>F) is

obtained from N(F) by integration. We may calculate the mean background

flux FB measured from

feG_

FB = It f N(F)FdF (2.3)
0

while the field-of-view to field-of-view variance of this flux is given by

Fet_

_ = 11 f N(F)F'dF (2.4)
0

The mean flux depends on the nature of N(F) for small source fluxes, however

the variance depends mainly on N(F) for sources fluxes within a decade below
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the sensitivity of the instrument. In this range we may use a power law

approximation to N(F)

N(.>F) = KF-'_ (2.5)

where as we have mentioned _t is observed to be 1.71. This leads to the esti-

mate

= (2.6)
2-_t ....

The 3¢r flux sensitivity F0,_ is three times the statistical error of the flux meas-

urement. Thus since we wish the systematic error due to background fluctua-

tions to be much smaller than the statistical error, we have the following

requirement for the angular resolution of the instrument:

.o 9 (2.7)f_ << N(>F,,,_)

using 1.71 for _t. As an example, if the instrument is capable of detecting 100

sources in the full sky and we wish the background fluctuation error to be less

than half the statistical error, then the instrument's field-of-view must have a

radius less than 0.8 ° . As can be seen, the background fluctuations are an

important consideration.
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2.2.2 The Deflection Distribution

The simple model discussed so far is unrealistic in several respects. Any

real instrument will have an angular response more complex than the simple

flat response assumed. More important however is the fact the the division

between strong and weak sources is completely artificial. We will abandon

this division and consider a more rigorous analysis. In this analysis, source

confusion and background fluctuations are characterized by a probability dis-

tribution called a P(D) curve, or deflection distribution (Scheuer 1957). P(D)

is the differential probability that the flux measured by the instrument for

some randomly selected-direction has a difference or deflection D from the

mean flux (the terminology is from radio astronomy). Since only the mean

flux can be subtracted from a source measurement, the P(D} distribution

represents the distribution of noise caused by source confusion.

The relationship between P(D) and N(F) was first derived by

Scheuer(1957) to characterize the noise in the intensity of low-flux radio

objects produced by unresolved sources. Later Scheuer considered the problem

for x-ray sources (Scheuer 1974). P(D) distributions have been employed in

studies of fluctuations in the radio and x-ray background ( Condon 1978,

Sharer 1983).

Calculation of P(D). Calculation of P(D) involves two steps. The first

step takes account of the angular response of the instrument. The presence of

a source in the instrument's field-of-view induces an increase in its counting

rate. This increase will depend on the source's direction _ in a manner that

will be described by the instrument's response function _(1_) , which we will

assume is normalized to one in the direction of peak response. We will mean
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by a source's intensity, x, the flux needed by a source in the direction of the

instrument's peak response to produce the same counting rate increase. By

the total source intensity X we will mean the flux needed by a source in the

direction of the instrument's peak response to produce the counting rate

increase produced by all sources in the instrument's field-of-view. Thus we

have

k k

where Fh is an individual source flux and the sum ranges over all sources for

which the instrument has non-zero response.

What we wish to calculate is the distribution of D = X-<'X>,the devia-

tion of the intensity from its average over fields of view. This will depend

only on the number density N'(z) defined as the mean number per unit inten-

sity of sources with intensity z. This is given by

N'(z) = fN(F)6(x-_(_)F)dFda_ (2.9)

The second step of the calculation produces P(D) from N'(x). The

deflection is the deviation of the total intensity from the mean, D = x-<x>.

The technique for determining P(D) from N'(z) developed by Scheuer relies on

the properties of the Fourier transforms or characteristic functions of proba-

bility distributions. It relies on the assumption that sources are randomly dis-

tributed in the sky, taking no account of clustering effects. We will simply

quote the result (Scheuer, 1974):

P(D) = 2- f CF(=)e=p(- (2.10)



- 52-

where

CFI.)= (yN'I.)[..,li..)-1-1-.]d.)

This result, along with equation (2.9), gives us a general prescription for

calculating P(D) from N(F). In general it must be carried out numerically,

however for power law N(F), portions of the procedure are tractable. We will

assume that

N(>F) = KF-_ I <_/ <2 (2.11)

In general we must assume that the response function _([[) can have negative

as well as positive values. Gamma-ray measurements require background sub-

tractions, and the background measurements will lead to negative responses.

This implies that some sources will have negative intensities, and subtract

from rather than add to the total intensity. With this in mind we find

I_ ifs>0N'(z) -- _/glzl -('Y+I) if z <0 (2.12)

where

a+ = f
n_>o

and

a_ = f [-_(s_)]_d=n

Thus for power law N(F) the effect of the instrument's response is described
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by two solid angles 1_ and fl, and the intensity distribution is again a power

law. This is the same intensity distribution that would be observed by an

instrument with a flat response with a solid angle of _1+ for source observation

and solid angle __ for background observation. From these solid angles we

will implicitly define a scaling flux F,¢_, :

(2.13)

On average one source is expected per observation with an intensity greater

than Fo,_. in absolute value. We will also define a response asymmetry ratio

R = ll++fl_ (2.14)

For a single on-source off-source measurement we will have R = 0 ,while for

a measurement with background subtraction based on a model, we will have

R = 1. With these definitions the deflection distribution may be expressed as

P(D) : 1F._,a--'_f( ) (2.15)

where

f(u) - l_exp{-¢oa(2"y)r(1-'y)oo'l}cosloJu - Raia(2"y)F(1-'y)_o'_}d_

Description of P(D). Figures 2.1-2.2 show how this distribution func-

tion varies with the N(.>F) slope _ and the asymmetry ratio R. The P(D)

curves are plotted in units of the scaling flux F0_.. The fact that for a given

and R the distributions are a scaling of a universal function is important.
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Figure 2.1. Deflection distributions for R--1 and several values of _.

These cases correspond to instruments that employ no background

measurement, but rather use a model of the background for subtrac-

tion purposes.
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Figure 2.2. Deflection distributions for the Euclidean case _---1.5 and

several values of R. R=0 for instruments that employ a single off-

source measurement for background subtraction. If multiply off-source

measurements are made for background subtraction, then R is positive.

The limiting case is R=I, corresponding to a background subtraction

based on a model.
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We expect on average one source in the field of view with an absolute inten-

sity greater than the scaling flux. The width of the P(D) distribution scales

directly with this flux. The dependence of source confusion effects on the

angular resolution of an instrument is expressed through the scaling flux.

Figure 2.1 shows deflection distributions for R=I corresponding to meas-

urements with no negative response values. This will occur when background

subtraction can be based completely on a model of the instrument's back-

ground. The peak of each distribution is offset below the mean by an amount

that decreases with i_creasing _. This offset balances the peak with the high

flux tail, which asymptotically approaches N'(D). The width of the peak

increases with increasing _, and in fact diverges in the limit _-2. This is the

same divergence that occurs in the estimate of the field-of-view to field-of-

view flux variance given by equation (2.4). The divergence is due to the con-

tribution to the variance from fluxes near zero, and can only be cured by

altering the lower flux behavior in our model for N(F}. For an investigation of

P(D) for power law N(F) with a lower flux cut-off, see Shafer (1983).

Figure 2.2 shows how the distribution varies with the asymmetry ratio R

for power law N(F) with _ = 1.5, corresponding to a nonevolving population

in a Euclidean universe. As R decreases from 1, a tail appears at fluxes below

the mean, while the peak moves closer to the mean. With R =0 the distribu-

tion is completely symmetrical. This corresponds to an instrument that uses a

single off-source observation for background subtraction. The width and

shape of the peak alters very little with R, with the main effect being in the

• peak location and the size of the tails.
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An important feature of all of these distributions is that the width of the

peak is several times -P°_e. Thus for example, for the Euclidean case _=1.5

with R=I, the width of the region that contains 50% of the observations is

3.65F0,_, while the width of the 90% region is 10.5F°,_,. The widths of these

regions are listed in Table 2.1 for other values of _ and R.

If we have a priori knowledge that there is a strong source in a given

direction, the deflection distribution has a simple interpretation. The intensity

that will be measured is X=F+D where F is the strength of the strong source

and /_ is the background from all other sources. /) is distributed .with the

total flux distribution just calculated, so that the width of this distribution

translates into an uncertainty in the measurement of the source strength. The

uncertainty is due to an uncontrollable systematic variation of the back-

ground flux, a basic property of the sky.

For a properly designed instrument, this systematic error should be

smaller than the photon statistical error in the measurement of the deflection,

and hence smaller than the flux sensitivity of the instrument. The fact that

the width of P(D) is much larger than F0,_, therefore implies that a properly

designed instrument should have a very small chance of detecting a source in

a randomly chosen field-of-view.

A Model Instrument. We will consider as an example an instrument

with a fairly simple but realistic response function. This will allow us to com-

pare the width of the deflection distribution with the physical parameters of

an instrument, and place some requirements on these parameters. We will

consider an instrument that is collimated with an "egg-crate n type collimator

with FWHM angles a and b. To characterize the detector response we will use
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50% Width of P(D)

R = 0.00 R = 0.25 R = 0.50 R - 0.75 R = 1.00_t

1.3 3.28

1.4 3.40

1.5 3.58

1.6 3.83

1.7 4.23

1.8 4.93

3.29

3.41

3.58

3.83

4.23

4.93

3.31

3.43

3.59

3.84

4.24

4.93

3.34

3.46

3.62

3.86

4.25

4.94

3.39

3.49

3.65

3.88

4.26

4.95

Table 2.1. The 50% width in units of F._. of the background

fluctuation distribution P(D) for various values of _/ and R.

_t

1.3 12.76

1.4 11.79

1.5 11.26

1.6 11.16

1.7 11.58

1.8 12.86

90% Width of P(D)

R = 0.00 R = 0.25 R = 0.50 R = 0.75

12.65

11.71

11.21

11.13

11.57

12.86

12.31

11.48

11.06

11.05

11.53

12.84

11.72

11.09

10.83

10.92

11.46

12.82

R -- 1.00

10.98

10.63

10.55

10.76

11.38

12.78

Table 2.2. The 90% width in units of Fo¢_. of the background

fluctuation distribution P(D) for various values of _ and R.
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planar angular coordinates x and v oriented along the planes of the collima-

tor. The response can then be described as

= Ivl<b (2.16)

This kind of instrument is generally considered to have a field-of-view of solid

angle ab. For background subtraction the instrument will use observations

offset on both sides of the source position. The total response for the source

observation, including the background subtraction may be described by

1

'q(z,y) = T[--'qd.t(Z+C,y)+2"qd.t(Z,y)--'qd.t(Z--e,y)] (2.17)

where e is the offset for the background pointings. We will assume that

e = 1.25a so that there is substantial overlap of the source and background

fields of view, but with no overlap in the center of the source field. This over-

lap reduces the susceptibility of observations of known sources to background

fluctuations. A contour plot of this response function is shown in figure 2.3.

For _ = 1.71 we find that

l_++fL = .743"ab , R = .24122 . (2.18)

This total solid angle increases by 20_ for non-overlapping background

fields-of-view, while the asymmetry ratio is independent of the offset e.

Resolution Requirements. For this model instrument we can now

consider the requirements for the angular resolution. We wish to insure that

the width of the fluctuation distribution P(D) is small compared to the statist-

ical error of a flux measurement. To do this we will compute an effective
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Figure 2.3. Contour plot of the instrument response function for an

instrument with "egg-crate" type collimation using two offset pointings

for background subtraction. The peak response at the center is normal-

ized to one. Contour steps are in intervals of 0.1, with positive con-

tours being solid and negative contours dotted. Negative responses

occur in regions used predominantly for background subtraction.
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width _I_uct for the P(D) curve. For the parameters _t=1.71 and R =2.4122 the

90_o width of the P(D) curve is the same as the 90% width of a Gaussian

with sigma cr1_,ct = 3.54F,_e. We wish this to be much less than the statistical

error _.t_, which we will take to be a third of the 3¢r flux sensitivity of the

instrument F,_. We find for this example that

.024 [ a ll,_t I v (2.19)ab = N(>F,_,,) I, ¢rst_t

requiring 1.7 ° by 1.7 ° collimation if we wish to observe 100 sources and reduce

the fluctuation error to half the statistical error.

Figure 2.4 shows the solid angle of the field-of-view ab that is required to

reduce the fluctuation error to half of the statistical error versus an

instrument's 3_ sensitivity. This is shown for both 100 keV and 1 MeV and is

based on the NAa_(>F) estimated presented in Chapter 1. The curves predict

that the OSSE instrument which is being developed for the GRO satellite and

uses an egg-crate type collimator with a 35 square degree field-of-view does

not have sufficient resolution to achieve its 10-day observational sensitivities

(Kurfess et al. 1983) of 3.5.10"Tphotons/cm2"s'keV at 100 keV and

5.10-Sphotons/cm2.s.keV at 1 MeV.

@

2.2.3 Source Detection

Survey instruments which actively seek out previously unknown sources

face the problem of separating real sources from statistical fluctuations and

background fluctuations. If the background fluctuations are small compared

to the photon statistical flux uncertainty, then the detection problem reduces
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Figure 2.4. Degree of collimation required to achieve a given sensi-

tivity. The curves give the maximum allowed product ab of the FWI-IM

angles a and b of an egg-crate collimator versus the 3_ instrument sen-

sitivity, at 100 keV and 1 MeV, and are based on the estimates of

N(_F) presented in chapter I. The curves represent the solid angle for

which the effective width _It,c_ of the background distribution is half of

the statistical error _,t_ of the flux measurement.
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to the choice of a flux threshold. If the flux measured from a given region of

the sky is higher than the threshold, the field is assumed to contain a source,

otherwise it is not. With a proper choice of threshold, the risk of claiming

that a source exists when it does not is small, while sources actually above the

threshold have a reasonable chance of being successfully detected.

At source strengths where background fluctuations are important this

simple picture of the detection problem breaks down. The simple assumption

that the field-of-view being observed contains a uniform background with or

without a single source is no longer an appropriate approximation. In reality

the field-of-view contains a large number of sources, and yields to no simple

description. At these low-flux levels it is unclear whether we are observing the

effect of a single source, several sources, or the collective effect of a large

number of sources. If an instrument measures a flux from a given direction

greatly above the average, we expect that in this direction there is a source

with strength near this excess. If however the excess is near the width of the

background fluctuation distribution we can no longer make this interpreta-

tion. In this section we will examine the cases for which we may still assume

that the excess is due to a single source.

The natural candidate for this single source is that source which makes

the largest contribution to the total flux. Experimentally we would like to

know after we measure a deflection D how likely it is that this largest contri-

bution xm,x accounts for the excess. If this is very likely then the interpreta-

tion is straightforward, otherwise we must consider multiple source models for

the excess.
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What we shall determine is the conditional probability P(Xm,,,,ID) of hav-

ing a largest intensity contribution xm,x given that the total deflection meas-

ured is D. Given this distribution we can evaluate our confidence that there is

a single source that accounts for the excess. To employ the machinery used

to calculate the background fluctuation distribution, we will make use of the

fact that

P(::m,.)
P(xmaxlD) = P(Dlxm.=) P(D) (2.20)

The first term in this expression is the distribution of /) given the a priori

knowledge that the largest source has intensity Xm,x. There is a related distri-

bution P(D'lx_Xm,_x) that depends on the weaker assumption that all source

intensities x are less than x=,x. This may be calculated using equations (2.10)

by substituting for the intensity count distribution

N,.. '(x) = {ON'(::) x<x'_"l (2.21)
::> ::=,,x)

where the restriction of N'(x) to x <x=,,, accounts for the knowledge that all

sources have intensities below x=,_. The result of this calculation

P(D'lx_xmax) is the distribution of the difference I)'= X-_X>' between

total intensity and the average total intensity given that all source intensities

are less than x=,_. This difference is related to the deflection D by

D' = D+<X>-_X>' = D + f N'(::)::d::. (2.22)
Stmsx

The presence of the source intensity z=,x increases the total deflection P by
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=.,,,x so that

p(D I=,,._) = pip- <x>+ <x >'-=.,.,,[= <=,,..). (2.23)

The remaining term P(Xm.x) may be simply evaluated. If there are no sources

with intensity greater than some limit Ziim then it follows that z=.x is less

than ZUm- Thus we can equate the probability that there are no sources with

intensity greater than Zlim with the probability that Zm.x is less than ZHm :

Ziim

ezp(-N'(>Znm)) = f P(zmsx)dzmtx (2.24)

so that

P(Zmsx) = exp(-N'(_x=.,,))N'(z,.,x) (2.25)

Figures 2.5 and 2.6 show calculated distributions of the largest source

contribution z=.= for various deflections. For the calculation we have assumed

a _t = 1.71 power law for the source number distribution, and used the

response function of section 2.2.2. Fluxes in the figure are given in units of

the F,,.,.. Each curve is labeled with the value of D in units of F.,.,,.

For large flux excesses we expect that the largest contribution is approxi-

mately given by D, with the distribution about this value being close to the

fluctuation distribution mirrored about zero. This simply says that if we are

sure that the excess is a good measure of the strength of a single source, then

the errors on this measurement are given by the background fluctuation dis-

tribution. Figure 2.5 shows the distribution of x=._ for D = 100Fo,.,,, verifying

this expectation.
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Figure 2.5. The probability P(xm,xID) of a field-of-view with

deflection 19=100F,_,_, has a maximum source intensity xm,x. For large

deflections such as this, the distribution of xmu about D is the mirror

image of the P(D) distribution. The curve is calculated assuming

_=1.71.
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Figure 2.6. The probability P(Zmax[D) of a field-of-view having a

maximum source intensity Zm,x given various values of D. Each curve

in labeled with the value D in units of F,_,_,.



B

m

I

B

B

- 73 -

O

i I _ i i i I i

I- O

(G I xe"uX)d A/1718VSO_d

t I I

O
O

O

O

O

A

O

u.

O

el

c-

e-l
V

X

E
X

>-
I-.
i

O9
Z
I.LI

Z
i

I.IJ
(D

0
CO

X



- 74 -

Figure 2.6 shows P(zm_x[D) distributions for small deflections D. At

D = 30F, c,_, the distribution is still approximately given by the reflection of

the P(D) distribution, but two modifications can be noted. First the peak is

shifted to below Xm_x = 30F0c_e. This is due to the fact that it is more likely

to encounter a weaker source with a compensating stronger background

fluctuation, than a stronger source and weaker background fluctuation. For

decreasing deflection D the relative magnitude of this bias increases. The

second modification is in the low source flux tail of the distribution, which is

enhanced in the region x_x > _D, and diminished below _D. In thin tail

region the deflection is primarily due to two sources of comparable intensity.

As D decreases from 30F0¢_, this tail region grows, and near D = 10F0¢_t,

dominates the single source peak.

Figure 2.7 examines this behavior in more detail. The plot shows the

probability of observing the ratio of Zm,x to D. Each curve is labeled with the

value of D in units of F,,_,. The growth with decreasing D of the two-source

region of the distribution is clearly seen. In addition it is apparent that for

deflections D below 15F,_,, the pile-up of three or more sources becomes an

ever more likely explanation for the deflection.

In the presence of this source confusion we will use the following formu-

lation for the detection problem. We will choose a limit Xlim, and call fields-

of-view with maximum source intensity Xm_ greater than this limit "source

fields n, while fields-of-view with maximum source intensity less than this limit

will be called "background fields." How well can we distinguish source fields

from background fields based solely on the measured deflection D ?
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Figure 2.7. The probability of a field-of-view with deflection D hav-

ing a given ratio of the maximum source intensity Xmlx tO D. Each

curve is labeled with the deflection D in units of F0_,. For small

deflections the peak moves away from XmlxfD to lower values, indicat-

ing that the deflection is most likely due to several sources.



f

o

- '78 -

0

0

X 40 All718VSOkld

0



- 77-

We will choose a deflection threshold Dth and decide that a field-of-view

is a background field if the deflection is below this value, and a source field if

it is above. There are two important criteria for evaluating this source field

detection process. First we must consider the completeness, or the fraction of

source fields that are identified as source fields (this is also called the true

positive fraction). Second we must consider the degree of contamination, the

fraction of claimed source fields that are in fact background fields.

The completeness and the contamination depend on the choice of the

deflection threshold D. By changing this threshold we may increase the com-

pleteness at the cost of greater contamination, or we may decrease the con-

tamination at the cost of lower completeness. Figure 2.8 shows the relation-

ship between the contamination and the completeness for the instrument

model of section 2.2.2, for the extreme case of no statistical uncertainty on

the measured deflection D. The curves are labeled with the value of z_l_ in

units of F,,_,, and can be derived from P(D) and P(D'[x <'Xnm).

As can be seen, our ability to separate source fields from background

fields is poor for low source intensity limits, but improves at higher limits.

For limits above 25F,,_, it is possible to have 90°_ completeness with less

than 10% contamination. Since the statistical error associated with the deter-

mination of D in this analysis can only degrade the detection performance, we

will consider as a minimal requirement for a survey instrument that

zn,,, _25F,,_,. This requires of the angular resolution that

.0055 (2.25)
ab _ N(>xum )
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Figure 2.8. Survey completeness versus contamination. For each

field-of-view in the survey a decision is made as to whether it contains

a source with intensity X_im or greater. This decision is based on com-

parison of the measured deflection to a threshold value D_h. The com-

pleteness is the percentage of fields-of-view that actually contain a

source of intensity greater than zllm that are correctly identified. The

contamination is the percentage of fields-of-view identified as contain-

ing a source with intensity greater than x_i_, that in fact do not. Each

curve is labeled with the value of XHmused, while different points along

a curve correspond to different values of D_h.
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or for the detection of 100 sources in the full sky less than a 1.5 o by 1.5 o

field-of-view.

2.3 Conclusions

In this chapter we have considered several issues that impact the angular

resolution requirements of a gamma-ray instrument. We have considered the

problem of finding counterparts for gamma-ray sources, and considered the

source confusion effects on source flux estimation and source detection. For

each of these problems it is the population of sources with fluxes within a

decade below the instrument's sensitivity that must be considered, and it is

the density of such sources that drive the resolution requirements.

There are several problems that we have not considered, but which are

relevant to instrumental angular resolution. First the measurements we have

considered consist of one or several fixed pointings of a relatively simple

instrument. We have not considered instruments that scan across the sky. We

can apply our results to the instantaneous response of such an instrument,

however the process of searching a continuous set of deflections for peaks has

not been considered. This process will produce a bias toward larger back-

ground fluctuations. However, we expect only minor changes in the

instrument's resolution requirements. We also have not considered more com-

plex instruments that can measure more than one property of a given field-

of-view. Such an instrument has several response functions, and our results

may be applied to them individually. Correlations between the background

fluctuations in each deflection will exist if there is any overlap in the

responses. A major concern of this thesis is the development of imaging
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instruments which have a large number of responses with little overlap.

A second problem that we have not considered is the temporal fluctua-

tions of the discrete source background. This is a concern in the observation

of the temporal behavior of a fixed source. Since the underlying population of

unresolved AGN are known to be variable, their summed flux will also be

variable. We can make a simple estimate of the scale of this variability. We

will characterize the variability on each source by a temporal variance cry,

and suppose that the average of _ over all sources with flux F is propor-

tional to F s. For a Euclidean non-evolving universe this proportionality is

strictly true, however for an evolving or non-Euclidean universe correlations

between source luminosity and variability may introduce a slow dependence

of the proportionality constant on the source flux. In this approximation the

expected temporal variance of the total flux in a field is proportional to the

expected sum of Fs for sources in the field-of-view. Inspection of equation 2.4

then reveals that this average temporal variance is proportional to the field-

of-view to field-of-view variance in the background flux. Thus temporal

fluctuations scale with the field-of-view to field-of-view variations of the back-

ground.

These above considerations therefore do not alter our basic conclusion.

Gamma-ray instruments must be capable of angularly resolving sources with

fluxes a decade or so below their sensitivity, even though these sources cannot

be detected. Major advances in gamma-ray astronomy will require instru-

ments sensitive to perhaps 100 sources. For such instruments to realize their

full potential, they must have degree or sub degree angular resolution.
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3. Gamma-Ray Imaging

Significant improvements of our understanding of active galaxies and the

gamma-ray background will require gamma-ray instruments capable of

observing perhaps 100 sources. In chapter 1 we estimated the sensitivity

required of such instruments, while in chapter 2 we discussed their angular

resolution requirements. In this chapter we will argue that achievement of

these sensitivities and angular resolution will require the development of new

observational techniques. We propose that future gamma-ray instruments will

require imaging capabilities, being able to determine numerous source fluxes

from subregions of their total field-of-view. After considering the advantages

of such imaging capabilities, we will consider one imaging technique, coded

aperture imaging, in detail.

One of the major implications of the angular resolution requirements

established in chapter 2 is that a properly designed non-imaging instrument

should detect less than one source per 180 randomly selected observations.

This requirement has a major impact on the design of survey instruments. In

a simple single response instrument the angular resolution and the size of the

field-of-view are closely related. The number of observations needed for such

an instrument to complete a full sky survey with sub-degree angular resolu-

tion require a prohibitive amount of time. In an imaging instrument the

field-of-view is divided into subregions with a flux measured for each region.

The angular resolution of an imaging instrument is determined by the size of
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these subregions and not by the size of the field-of-view. In this chapter we

will show that the flux sensitivity for each subregion can be nearly the same

as the instrument would have for the whole field-of-view if it were deprived of

its imaging capabilities. Thus the addition of the imaging capability has little

effect on the instrument's flux sensitivity.

The time for an instrument to complete a full sky survey to a given sen-

sitivity is proportional to the time needed to reach that sensitivity for a single

observation, and is inversely proportional to the solid angle of the field-of-

view. For a simple single response instrument with sub-degree angular resolu-

tion, more than ten thousand observations are needed to cover the sky. For

instruments with such fine collimation, the instrumental background and

hence the time needed to reach a given sensitivity is insensitive to even large

changes in the solid angle of the field-of-view. Thus increasing the size of the

field-of-view, and adding imaging capabilities to recover the angular resolu-

tion, will greatly decrease the time needed to complete a sky survey.

The desirability of imaging capabilities is not restricted to survey instru-

ments. Any gamma-ray observation is conducted in the presence of a hack-

ground of events from a variety of sources. These include environmental pho-

tons that leak through shielding elements, photons from the nuclear activa-

tion of the gamma-ray detector and nearby materials by cosmic-ray particles,

and neutron interactions. For the sensitivities we are discussing the event rate

due to this background can be a thousand or more times the rate induced by

a source.

At these low signal-to-noise ratios the background subtraction must be

done with great care. In particular the conventional on-source off-source
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technique is inappropriate. In this technique the rate is measured with the

instrument pointing at a presumed %ource field n and then with the instru-

ment pointing at a presumed nbackground field, n with the subtracted rates

interpreted as due to a source. Even small changes of the instrumental back-

ground with orientation or time can cause large systematic errors in the

source measurement. Such variations may be due to the directional depen-

dence of environmental backgrounds or relative changes in the orientation of

masses near the photon detector.

In this chapter we will discuss an imaging technique that will allow a

background subtraction that is less prone to systematic error. These subtrac-

tions happens at two levels: 1) an instantaneous comparison of different por-

tions of the gamma-ray detector, and 2) shortly separated on-source off-source

measurements for each portion of the detector with no need for change in the

orientation of the instrument or change in the distribution of mass near the

instrument. The multiple levels of subtraction possible with an imaging

instrument insure flux measurements less prone to systematic biases.

No guarantees exist that unforeseen systematic effects will not occur.

With a simple single response instrument, there are few ways to test for such

effects. In any observation an imaging instrument will measure many more

fluxes than the number of sources expected to be detected. The source fluxes

are then highly over-determined and the remaining fluxes provide a con-

sistency check to detect the presence of systematic effects. Hypotheses about

the instrument background as well as the source configuration may be tested

using the predicted effects on the numerous fluxes measured.
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3.1 Coded Aperture Imaging

Coded aperture imaging isa technique for imaging sources of photons in

the x-ray and gamma-ray energy region where mirrors and lenses are not

available. The technique employs a mask composed of transparent and

opaque regions which is interposed between the photon sources and a

position-sensitivedetector.The flux from any given source isspatiallymodu-

lated by the mask forming a shadow pattern on the detector. If the shadow

produced by a source in any given directionin the field-of-viewisunique, we

can determine the source distributionfrom the spatialmodulation of the flux

incident on the detector.For an introduction to the literatureon coded aper-

ture imaging the reader is directed to the review by Skinner (1984) and refer-

ences therein, and also the books by Barrett and Swindell (1981) covering

work with coded aperture imaging in nuclear medicine.

In an astronomical observation the detector issubjected to a large back-

ground from external photons and internal interactions.This background is

likelyto vary with position,making the detection of the source flux modula-

tion difficultand prone to error (e.g.McConnel et al. 1982). This problem is

solved by employing an anti-mask, a mask based on the same pattern but

with transparent and opaque regions interchanged. Substitution of the mask

with the anti-mask leaves the background unaltered but reverses the source

flux modulation. The difference between the fluxes detected with the mask

and anti-mask isthus independent of the position-dependent background.

Considerable work has been done investigating masks suitable for imag-

ing. Dicke (1968) initially proposed masks with a random array of holes.

More recent work has focused on masks which have better imaging properties,
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commonly known as Uniformly Redundant Arrays (Gunson and Polychrono-

polos 1976, Fenimore and Cannon 1978).

In this chapter we will present an analysis of the coded aperture imaging

of point sources of gamma-rays with instruments employing masks based on

Hexagonal Uniformly Redundant Arrays (HURAs) (Cook et al. 1984, Finger

and Prince 1985). These masks have many properties that make them attrac-

tive for gamma-ray astronomy. An example of such a mask is shown in Fig-

ure 3.1. The general prescription for the construction of such a mask is given

in Finger and Prince (1985). These masks consist of a plane array of hexago-

nal cells with each cell being fully opaque or transparent. The cells are opaque

or transparent in accordance with the periodic pattern of an HURA. In prac-

tice this pattern is finite; we will however ignore the effects due to the edge of

the mask by considering an HURA pattern and its repetitions. Within a sin-

gle repetition of the HURA pattern there are v cells of which _(v+l) are tran-

sparent and _(v-1) are opaque. For the mask in Figure 4.1, v=127. This half-

open, half-closed property provides the optimal flux sensitivity in a high back-

ground environment.

The uniform redundancy of the pattern is a translational property which

guarantees that the shadow pattern cast by a given source is unique to that

source. This property involves the frequency with which pairs of opaque cells

with a given separation occur. If /_ is a possible spacing between cell centers

and does not translate the mask pattern onto itself, then exactly (v-3)/4 of the

{v-l)/2 opaque cells from a single repetition of the pattern are spaced by A_

from other opaque cells in the mask. This property is important in obtaining

ghost-free images.
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Figure 3.1. A hexagonal uniformly redundant array of order 127.

The basic pattern which is repeated is composed of 127 hexagonal cells.

The pattern is almost anti-symmetric upon rotation by 60 ° , with

opaque cell interchanging with transparent cell. This allows mask rota-

tion to be used for accurate background subtraction.
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An HURA pattern is also anti-symmetric upon rotation by 60 °, with

transparent and opaque cells interchanging, except for the central cell and its

repetitions. This allows a simple solution to the mechanical problem of inter-

changing mask and anti-mask. A key feature in the approach described in

this chapter is the introduction of time modulation into the image coding

process through the continuous rotation of the HURA mask. This continuous

rotation allows extension of the field-of-view by repetition of the basic HURA

pattern. The rotational motion eliminates the ambiguity that would normally

result with a stationary mask having multiple repetitions of a basic pattern.

This enlargement of the field of view and corresponding increase in the

number of pixels in the image can be accomplished with no increase in the

size or resolution of the detector.

We will begin our analysis of the decoding of the flux modulation pro-

duced by an HURA mask by considering observations that involve only two

mask orientations, corresponding to a mask and anti-mask. In section 3.2 we

develop a model of the modulation of the source flux produced by the coded

mask. This model includes the effects of the finite resolution of the detector.

In section 3.3 we consider the estimation of source fluxes and directions

from fluxes detected with the mask and anti-mask observations. From a

maximum likelihood analysis emerges a continuous image, the correlation

image. This image is a continuous reconstruction of the source distribution,

formed by correlating the detected flux modulation with the modulation

expected from a point source in a given direction. It contains all the informa-

tion in the data needed to determine source fluxes and directions. Except for

the mask-anti-mask subtraction involved, this image is similar to the
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continuous image considered by Fenimore (1980).

In section 3.4 we consider the statistical errors associated with source

fluxes and locations determined from the correlation image. This analysis

differs from that presented by Fenimore (1978) or Caroli et al. (1984) in that

the image considered is continuous rather than discrete, and the effects of the

finite position resolution of the detector have been taken into account. Our

results are then applied to the problem of choosing the mask cell size to

minimize source flux errors or source location errors.

In section 3.5 we extend the analysis to include continuous rotation of

the mask. We show how the rotation eliminates the ambiguity due to the

periodic nature of the mask. This allows the observation of sources over a

much larger field-of-view, with no change in the requirements on the detector.

We present images that demonstrate the effectiveness of this technique in

realistic situations.

In section 3.6 we consider the detection of sources with coded aperture

imaging systems. The correlation image will contain peaks that are due to

photon statistics as well as those due to the presence of sources. In the process

of searching the image for sources, the largest of these noise peaks may be

identified as sources. This problem was initially addressed by Dicke (1968)

and later by Gunson and Po[ychronopo[os (1976) who presented approxima-

tions in the context of a discretely binned image. For the continuous correla-

tion image we examine the distribution of peak heights in the absence of

sources. We then present curves for determining the probability that a peak is

due to noise, and apply these to a simple detection problem.
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3.2 The Instrument Model

The basic elements of a coded aperture imaging instrument are a

position-sensitive photon detector and a coded aperture mask. We will assume

that the mask and detector lie in parallel planes and have a common central

axis. We will also assume that the thickness of the mask and detector are

much smaller than their separation. The detector will be assumed to have an

area A that can precisely contain one repetition of the mask pattern. The

assumed geometry is shown in Figure 3.1, with the hexagonal areas on the

mask plan representing a single repetition of the mask pattern.

We will describe the mask by the function M(9) where 9 is the position

on the mask plane. M(9) is one if the mask is transparent at that position and

zero if it is opaque. The flux incident on the detector due to a single point

source is:

I(_)= M(_+_)F , (3.1)

where _ is a planar vector describing the source location and F is the unmo-

dulated source flux. As depicted in Figure 3.2, _ is tangential to the mask

plane, with its length equal to the mask-detector separation times the tangent

of the angle separating the source from the instrument's axis. We will restrict

ourselves in this chapter to mono-energetic sources, although the extension to

an energy spectrum is straightforward. The detector itself has a finite position

resolution, which we will describe by the point spread function p(_) which

gives the probability of detecting a photon's incident position with error _.

The actual detected flux distribution is the source flux distribution convolved

with the point spread function, plus the detector background B(_).
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Figure 3.2. The geometry of a coded aperture instrument. The coded

aperture or mask lies in a plane parallel to the detector with the mask

and detector both centered on the telescope axis. The mask pattern is

periodic, with a unit cell or single repetition of the pattern being

represented in the figure by a hexagon. The orientation and size of the

detector is the same as the unit cell of the mask pattern. A planar

source coordinate _ is defined such that a photon from a source in

direction _ that is incident on the detector plane at position z must

have passed through the mask plane at position _+_.
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This may be expressed as

D(5) = _M*II(_+5_.)F_ - + B(_) , (3.2)
J

where we have assumed that there are multiple point sources. The effective

mask function is given by

M_H(fl) = f p(£)M(_-_)d2h (3.3)

We now distinguish the mask pattern, M+(_), from the anti-mask pattern,

M_(f). Similarly, we define p.(_) and M_tt(f) as the mask and anti-mask

representations of equations (3.2) and (3.3) respectively. The difference

between the fluxes detected using the two masks contains the background

independent information about the sources. This is given by

i
(3.4)

where

(3.5)

3.3 Source Flux and Direction Estimation

The optimal technique for estimating source fluxes and directions from

the detected flux distributions is the maximum likelihood method. The likeli-

hood function L gives the probability of the measured data being observed for

a given model of the background distribution and source configuration. In

the maximum likelihood method the source configuration and the background
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distribution are estimated by the model that maximizes the likelihood func-

tion. Direct application of this method to the observations we are considering

would be dii_icultbecause of the large number of events involved (106-108).

Fortunately however there is a simple approximation to L that is valid for the

prolonged low source flux to background flux ratio observations in which we

are interested. We will argue that for large number of events L tends toward

a Gaussian, and derive this Gaussian form. From this form will emerge the

correlation image, which summarized the information in the data needed to

estimate the source parameters of any configuration of sources.

The Likelihood Function. We will consider an observation with equal

mask and anti-mask measurements each of duration T/2. The observed data

consists of a set of n+ positions _ of events detected during the mask obser-

vation and a set of n_ positions _k- of events detected during the anti-mask

observation. A model of the background distribution and source distribution

will predict detector distributions b+(_) and b_(_) for the mask and anti-mask

observations respectively. These may be expressed in terms of the model of

the background and a set of source directions and locations through equation

4.2. The likelihood of the model is the probability of observing the events _

and _k- assuming that the model is correct. Since the mask and anti-mask

observations are conducted independently, the likelihood will be the product

of the probabilities L+ and L_ of each observation. We will consider then the

likelihood L+ of the mask observation. Given the model distribution b_(_} the

mean number of events expected to be observed is given by
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where the integral is over the area A of the detector. The probability of

observing n+ events is then given by the Poisson distribution

N_÷

e.(.+)= +,
n+.

(3.7)

The probability for a given event to have a position - +,k is given by

• b, (_+) (3.8)
P*(z_ ) = 2AN+

Thus the probability of the complete mask observation is given by

L + = P,(n+) l'I P,(_k F) , (3.9)
kffil

or upon substitution

lnL+ = k-,E ln/)+(zk +) - "_fal)+(_) d'z + ¢onst,

where the constant term depends only on the observation and not the model.

When this is combined with a parallel result for the anti-mask observation we

find that the likelihood function is given by

" " ]lnL ---- Z lnb+(_+) + Z |nb+(_) - b+(_)+b_(_) d2. + _o,_ot.
k-, k-1 2 a

(3.1o)

If we introduce the measured distribution functions

H,÷ W*

p+(_)= _5(_-_. _) and p_.(i)= 2k_lS(i--ik- ) (3.11)
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and let the index a range over ± 1 then L may be expressed as

(3.12)

Gaussian Approximation for the Likelihood Function. Due to the

finite position resolution of the detector, any reasonable model b_(_) of the

detector flux distributions may be described by a fairly small number of

parameters. In particular we may choose b_(_) to be a linear combination of

functions

N

b_(_) E ^ ' (3.13)=

The basis functions D_ (_) may for example be chosen as combinations of spa-

tial Fourier components. Then the finite position resolution of the detector

limits the number of spatial frequencies required to accurately represent the

detector distributions. This number will be proportional to

N _ _ (3.14)

where A is the detector area and _ is the width of the point spread function.

When the number of events detected is much larger than the number N of

coefficients _ the likelihood function may be accurately described by a Gaus-

sian in these coefficients.

We can derive the Gaussian form of L by evaluating the first and second

derivatives of lnL at the mean values of the estimated coefficients. These

means d_ of _ correspond through (3.13) to the model flux distribution b_(_)
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being equal to the expected distribution D_(£'). The Gaussian approximation

is then given by

-d,) OlnL + (di-d,)(d_-di)<_>lnL = coast. +_(cl_ Odi
i t 3

(3.15)

which may be expressed as

4_ f [b_(_)12-2P"(_)b_'(_) d'zInL = con_t. - D_(_)
(3.16)

independent of the choice of functional basis.

The numerator in the integral in (3.16) can be seen to be the first two

terms in the expansion of the square of the difference between the estimated

and the measured flux distributions. Due to the finite position resolution of

the detector, the model flux distribution and the expected flux distribution

are limited in spatial frequency. The high-frequency components of p_{_) will

therefore have no affect on the value of the likelihood function L. If these

high-frequency components were filtered out, the square could be completed.

This square difference is weighted with the expected mean distribution, whose

exact form is unknown. However any reasonable approximation to this distri-

bution will result in a reasonable approximation to L since L depends mainly

on the closeness of the model di,qtribntion to the Iow-freqlmncy portion of the

measured distribution. We will approximate the expected mean distribution

with a constant rate R, corresponding to the null case of a uniform back-

ground with no sources present.

The Correlation Image. At this point we can consider the estimation

of the background distribution. We will introduce the differences hb{_) and
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Ap(_) of the estimated and the measured flux distributions between the mask

and anti-mask observations. We will also introduce the corresponding sums

Zb(_) and Ep(_). Then we have

lnL = const. "r f ([Eb(_)]2_Eb(_)_:p(_))d,z (3.17)
8R

The background appears only in the sum of the estimated distributions and

not in the difference. Thus estimating the background for a fixed source

model involves only the first integral. However for any change in the source

model we can find a background model that will produce the same sum distri-

bution. Therefore the optimal value of the first integral is independent of the

source model.

Estimation of source parameters then depends only on the second

integral. If we introduce the model for the flux distribution given by equation

(3.4) we have for the likelihood function after elimination of the background

model

lnL = const. - ½X2 (3.1s)

where

4K -_ R#

The correlation image function C(5) is a compact representation of the data

that contain all the information relevant to estimating source parameters for
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any source configuration. It is given by

C(5) = EakAM'II{_ k +5) (3.19)
k

where k indexes events, gk is the location of an event, and a, is one or minus

one depending on whether the event occurred with the coded aperture in the

mask ' or ,anti.mask" orientations.

The image function f(_,g') contains all of the information needed about

the mask structure, and gives the expected contribution to the correlation

image due to each point source. This is given by

f (_,_.') = lfaM'fl (_ + _)AM'H (_ + _.')dsz
AA

(3.20)

The image function takes on a very simple form when the masks are

based on a Hexagonal Uniformly Redundant Array. As is described in the

appendix, the image function depends only on the difference _-_' between the

source locations, and will hereafter be noted as f(_-_'). The image function

has a single peak at _-_' = d surrounded by a flat region. In the case of

well-separated sources this simple form of the image function permits an easy

solution for the maximum likelihood estimates of the source fluxes and loca-

tions. In particular, the source locations are determined by setting the

derivatives of x 2 with respect to these locations equal to zero:

C] r AT _--_ .

= 857_[-_-_-'JY(_-_J)F_ - C(_)] at Y.=Y._for l<-k<-N .
(3.21)

For well separated sources (f(z-k-_j) small for k*] ) this reduces to the

requirement that the minimum ×_ estimates of the source locations be at
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peaks in the correlation image. The source fluxes are determined by setting

the derivatives of x 2 with respect to these fluxes equal to zero:

0 = - c( )l at for1-<k-<N
$

(3.22)

If the sources are well separated the interdependence of the fluxes is

small for all but the lowest order HURAs. This interdependence results from

the fact that a uniform source distribution contributes a constant value to the

detected flux and therefore can not be separated from the background.

3.4 Source Flux and Location Errors

We have seen that the correlationimage arisesfrom a maximum likeli-

hood analysis.We could evaluate the source flux and location errors com-

pletely within this formalism, but an equivalent approach is to estimate the

errors directlyfrom the form of the correlationimage C(_). Proceeding from

equations (3.4)and (3.19)we find that the expected value of the image is

< C(_)> = _ Z$ (_-_i)Yj (3.23)
l

Note that the image function /(_) is simply the image expected from a point

source. The image function also determines the covariance of the correlation

image at two source locations:

(3.24)

= 2_[D +(_)+ D_ (_)]AM*I! (_ + _)AM'!/(_ + _')d_z
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_, A'rRf (_,-_,')

where R is the mean total count rate per unit detector area. The approxima-

tion assumes that the background is uniform, and that the mask plus anti-

mask functions add to a constant.

Because the image function f(_) determines both the expected value and

the covariance of the correlation image, it is important to understand its

form. Starting from equation (3.20) and using the uniform redundancy and

symmetry properties of the mask, the image function may be expressed sim-

ply as:

(3.25)

where

h,lY (9)= f p (S)h (9-_) d_ (3.26)

The hexagonal cell function h(_) is defined to be periodic and have a value of

one inside the central cell and its repetitions and zero elsewhere. Details of

the derivation of equation (3.25) are given in the appendix. Note that the

correlation image for an HURA is the same (but with better statistics) as that

obtained with a mask with a single hexagonal hole.

We now estimate the error in determination of the source flux. The flux

from a single point source is estimated from equation (3.22) to be:

2C(Snj.=) (3.27)
F = ATf(O)
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where C(_m,x) is the maximum value of the correlation image. From equation

(3.24), this flux estimate has an associated error

4R (3.28)crF = _V//A Tf (d)

and the statistical significance of a source detection is given by

F X/f'( _/rA_F2KF = _ = Ko d) where Ko = (3.29)
¢T_, -- 4R

Here, K0 is the statistical significance that would be obtained for a conven-

tional on-source, off-source measurement with an instrument of the same

effective area and the same observation time. For suitably designed coded

aperture systems f (d) is close to unity, yielding close to optimum sensitivity.

In the case of multiple sources, the flux estimates and errors may be

obtained from equations (3.22) and (3.24). If the number of sources is small

compared to the number of cells in the HURA pattern, and if the sources are

well separated, equations (3.27)-(3.29) are good approximations when C(_m,x)

is understood as a relative maximum.

We now turn toward estimating the error in the determination of the

source direction for the case of a single point source. If the displacement as

of the image peak from the true source location is small, then it can be deter-

mined from

oC } = oC +_, O2C Az. (3.30)

where the derivatives are to be evaluated at the true source location. The
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mean value of the first derivatives are zero, while the second derivatives have

<a2O(_)> = B;_'-_V2f (0) (3.31)
dz_zj

as can be derived from equation (3.23) and the hexagonal symmetry of f(_).

We will assume that the statistical variations in the second derivatives are

small compared to the magnitude of the diagonal elements. Thus, we will

approximate the second derivatives by their expected value, and estimate that

= :A  vV(d)i_,<aooc> =<hz_Az_ > 4-- oz i Ozj Ko21V'f (_)l
8 o. (3.32)

The error in the source direction along any axis is then given by:

o-,= i V 2 (3.33)
Ko [V2f (_)l

In the case of multiple sources, the source directions are

sources are well separated, so that equation (3.33) is still valid.

We have obtained expressions for the errors on source fluxes and direc-

tions that are derived from the correlation image. These expressions depend

only on the image function /(_), which is fixed when the point spread func-

tion is known and when a width is chosen for the hexagonal cells. In Figure

3.3 we show the dependence of the flux error _f and the source location error

(T, on the choice of the hexagonal cell size. We assume that the point spread

function is Gaussian with variance _ . Each curve compares the errors to the

best obtainable from a measurement with the same source flux, observation

"uncorrelated if the
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Figure 3.3. The dependence of the statistical flux measurement error

_- and the source localization error or, on the choice of the mask cell

size. The errors are compared to the minimum errors achievable with

the same instrument by variation of the mask cell size. The size of the

mask cell is parametrized in terms of the ratio of its area A_s to _

where _ is the width of the detectors (Gaussian) point spread function.
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time, detector area and background rate. The ratio of errors is plotted versus

the ratio of the hexagonal cell area, Ahe_ = A/v, to _cr 2. An approximation has

been made that replaces.the hexagon with a circle of the same area.

As can be seen from Figure 3.3, the source location error is optimized at

small cell size, while the flux sensitivity is optimized in the limit of large cell

size. The choice of cell size thus requires a trade-off between flux sensitivity

and source localization ability. In practice, both good flux sensitivity and

source localization capability can be achieved simultaneously. For example,

with a cell size A_,_/_a _ = 10, the flux sensitivity is within 20% of the optimal

sensitivity, while the source localization capability is within 15% of the

optimum value.

3.5 Continuous Mask Rotation

For simple mask-anti-mask imaging with a non-rotating periodic mask

the image itself is periodic. Figure 3.4a shows one such image of a single

source where the image has been calculated over a field-of-view containing

several periods. The source location is ambiguous, the true source peak being

repeated with the period of the mask. Continuous rotation of the mask

removes this ambiguity allowing an extension of the field-of-view. With con-

tinuous mask rotation the data is first divided into sets corresponding to fixed

mask orientation intervals, and these sets are then grouped into mask-anti-

mask pairs. For each pair an image is formed as described above. The result

is a series of images parametrized by mask rotation angle. The series of

images contain the true "source peak at a fixed location with the repeated

peaks rotating about it. The result of adding the images together is shown in
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Figure 3.4. Extension of the field-of-view by mask rotation. Figure

3.4a shows an image of a single source taken with a single mask orien-

tation and its anti-mask orientation. The image is calculated over a

wide field-of-view to reveal the inherent periodic ambiguity. Figure

3.4b shows an image of the same source taken with a rotating mask.

The false peaks in 3.4a are reduced to rings by the mask rotation.

These rings are removed by a cleaning procedure to produce the image

in Figure 3.4c.
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Figure 3.4b. The repeated peaks are blurred into a series of low rings cen-

tered on the peak at the true source location. Since the location and ampli-

tude of the rings are directly related to the location and amplitude of the

peak, the rings may be subtracted, resulting in the final image in Figure 3.4c.

This procedure of adding together the images from all mask rotation

angles can be justified by an extension of the maximum likelihood analysis

presented in section 3.3. For this analysis we must consider a continuous set

of mask orientations parametrized by the mask orientation angle 4). A model

of the background and source configuration will predict a detector flux distri-

bution for each mask orientation. However this angle-dependent flux distribu-

tion can still be described as a linear combination of a small number of func-

tions. For example, we could employ as basis functions Fourier components

that are stationary with the detector for the background, and Fourier com-

ponents that rotate with the mask for the description of the modulated source

flux. As a further extension, slow temporal variations in the background could

be described with low-frequency temporal Fourier components. The number

of coefficients needed for an accurate description of the detector flux distribu-

tion will still be small compared to the number of events in a typical astro-

nomical observation. Thus the likelihood function can still be approximated

with a Gaussian.

As long as temporal variations in the background are slow compared to

the rotational period of the mask, the result of such an analysis is the

definition of a new correlation image function C,o_(_.) to replace C(e) and a

new image function f,o_(e) to replace f(e). The correlation image for a rota-

tion mask observation is
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C,o, (5) = EAM'11 (_k +_,¢k) (3.34)
k

where AM,SI(_,¢) is AM,II(_) rotated with the mask, and Ch is the orientation

angle of the mask at the time of event k. This is the image just described.

The image function for a rotating mask observation is

_w

10sf,ot(_') = _ f (5,_b)d_b (3.35)

With the substitution of C,o,(g) for C(5) and /ro,(g) for f (g) the principal equa-

tions and result of the analysis in section 3.3 and 3.4 still hold.

3.8 Source Detection and Noise Peaks

In section 3.3 and 3.4 we discuss the estimation of source fluxes and

directions from the location and height of peaks in the correlation image.

Implicit in this discussion was the assumption that the peaks being considered

were due to the presence of photon sources. The correlation image will how-

ever also contain peaks that are due to photon statistical fluctuations. In this

section we will examine the criteria for deciding that a peak is due to a source

rather then a statistical fluctuation.

Throughout this discussion we will assume that the angular size of the

mask cells have been chosen so that the fluctuations in the cosmic background

discussed in chapter 2 are much smaller then the photon statistical uncer-

tainty of flux measurements made by the instrument. For a typical field-of-

view the expected correlation image will then consist largely of a nearly uni-

form constant level, with perhaps a few peaks due to any large sources
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present. The image constructed from an actual observation will consist of

this expected image with added photon statistical fluctuations which for any

fixed point in the image will have a Gaussian distribution with variance given

by equation (3.24). The process of searching the image for peaks will increase

our chances of finding a large fluctuation, so that peaks due to statistical

fluctuations may be found that are large compared to the root mean square

fluctuation level.

We must stress that this bias toward large fluctuations produced by

searching is not restricted to imaging instruments, but rather is a result of the

resolution requirements imposed on the instrument. A survey of the same

region of the sky with a non-imaging instrument with the same angular reso-

lution would require the independent measurement of numerous fluxes. The

same kind of bias would result from searching through these numerous meas-

urements for large excesses.

The Noise Peak Distribution. To confidently decide that a peak in

an image is due to a source we must know the probability of it occurring in

-the image due to a statistical fluctuation. We will therefore examine the

expected distribution of peak heights in images made with no sources present.

With no sources present a peak is equally likely to occur at any point in an

image. By a peak we mean a local maxima, so that the presence of a peak

near the point z in a given image 6'(z) depends only on the first and second

derivatives of the image at g. Thus the probability of finding a peak near the

point g of a given height in any pure noise image should depend only on the

joint probability of having the given magnitude and the proper first and

second derivatives at this point. The image value and the image derivatives
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are linear combinations of a large number of random variables. Thus, by the

central limit theorem, the joint probability distribution will be Gaussian, and

completely determined by the means and covariances of the image value and

derivatives. With this distribution established we may then calculate the

probability of finding a peak of a given height.

To find the distribution of noise peak heights then, our initial task is to

establish the joint probability of obtaining a given image value and first and

second derivatives at the point g. We will first normalize the image to its

expected variance :

_{_)= 0(_) (3.36)
_v/A vRf (0)

With this normalization our results should be independent of the observation

time. For notational convenience we now define a 6-dimensional vector

with components

ao = C(_) (3.37)

azz az,

.3 --_[0,_)+ 0_(_)] o4= _i°A_-_]
oz2 o_; az2 a_

We know by the central limit theorem that in the limit of a large

number of events the joint probability Q(_) tends toward the multivariate

normal form
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q(_) = v_(_) exp(-_Z_,;(4,- <4, >)(4i - <4; >))
(2_') 3 ij

(3.3s)

where the _q;; are the elements of _q, the inverse of the covariance matrix,

Vii = <a_aj> - <a_>_a i> (3.39)

Since there are no sources present, equation (3.23) implies that the expecta-

tion value of • is zero. The covariance matrix may be found with the help of

equation (3.24), which for <0(_)> = o reduces to

<_(_)0(_.')> = [(_-_') (3.40)
:(_)

Thus for example

03 = -1 d2f{tT) (3.41)
vn = oz,oz,'<_(_)O(r)>l,.,./(_) oz2

Due to the symmetry of the image function f{_) and the linear combinations

chosen for the second derivatives, most of the off-diagonal elements of Vo. are

zero. The only non-zero off-diagonal elements are due to an anti-correlation

between the image value and the image curvature. The covariance matrix is

IV] =

1 0 0-13 0 0

o 13 o o o o

o o 13 o o o

-[3 0 0 2_ 0 0

0 0 0 0 ? 0

0 0 0 0 0 7

(3.42)

where

[3= 27(_)V2.f(t7) and _= 8-_(_)V4f(O) (3.43)
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The reduction of non-zeroelementsto two parameters is due to the symmetry

of the image function, a reflection of the URA property of the mask and the

hexagonal shapeof its cells.

Having determined the covariancesand through them the distribution

Q{a), our next task is to establish the conditions for the existence of a peak

near _ given a set a of image value and derivatives. By a peak we will mean

a local maximum. At a peak the first derivatives are zero and the second

derivatives are such that along any axis passing through the peak the second

derivative is negative. The conditions on the second derivatives can be stated

as follows :

0 > Tr(_) = 2as 0 <" Pet(0_}) = a]-al-a_ (3.44)
Ozj Oz_ Ozj Ozj

If the conditions on the second derivatives are satisfied, the displacement

_,_ of the nearest peak from the point _ may for small displacements be found

from

00} 0¢+w o20 azo= _ p,_ = oz, "; az_az i
(3.30)

where the derivatives are to be evaluated at _. To find the probability

P(ao)dA that there is a peak of height a0 within an area dA of the point _ , we

need to integrate the distribution Q(_) over those values of the first and

second derivatives for which (3.44) holds and for which A_ is within dtA. In

the limit of dA - 0, the probability per unit area of a peak of given height is

P(ao) = f Q(g)8(A_)dalda,dasda,das (3.46)
= | 2

_, 40
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where 80 denotes the Dirac delta function. From equation (3.45) we can

deduce that

8(_._)= ID,,t(.°--_)ls(v_ = t_._-,,._-,,.,: 18(_.,)8(o.,)
oz i ozj

(3.47)

Upon substitution of equation (3.38) for Q(_) the integration is straight-

forward. Noting that the significance K of a peak in the image is given by a0,

we find that the probability per unit area of a noise peak of significance K is

P(K) = -_o exp(-½BK2)[Cexp(½C2K2)Z(CK)
(3.48)

+ r2(K+ [K2- l]Hexp(½/_K2)Z(HK))]

where

Z(=) = f exp(-½y2)dY

_l_r 2
F=

"ff r

1
S = J

1--r 2

G

I"

%/(3-2r_)(1- r 2)
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The area Ao contains on average one peak.

Figure 3.5 shows examples of these noise peak distributions. The various

parameters have been calculated for a Gaussian point spread function with

width or, which is kept fixed while the width of the basic hexagonal mask cell

is varied. In the calculation we approximated the hexagon with a circle of the

same area. Each curve gives the number of peaks, per unit of peak

significance, expected within an area _2 of the image. Each curve is labeled

with the ratio of the hexagon cell area to _2.

As can be seen from Figure 3.5, the masks made from smaller cells result

in images with more noise peaks, and a distribution of peaks at higher

significance. In the extreme limit of small hexagons, the total number of

peaks becomes independent of the cell size, and and depends only on the

width of the point spread function.

In Figure 3.6 we show the integral of the distributions, again parameter-

ized by the ratio of the mask cell to _2 . The integral distribution is defined

by

e(>K) = fe( )d 

and give the total number of noise peaks expected per unit area above the

significance K. Each curve in Figure 3.6 gives the number of peaks with

significance greater than K expected within an area _2 of an image.
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Figure 3.5. Noise peak distributions for various choices of cell size.

Each curve is labeled by the ratio of cell area Ah,, to detector resolu-

tion area =_ where sigma is the detector's (Gaussian) point spread

function width. The curves give the number of peaks per unit

significance expected within an area _r_r2 with significance K.
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Figure 3.@ Integral noise peak distributions for various choices of cell

size. Each curve is labeled by the ratio of cell area Ah,, to detector

resolution area _r_r2 where sigma is the detector's (Gaussian) point

spread function width. The curves give the number of peaks expected

in the area _u above a significance K. The K scale is linear in K*.
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The log of this number is roughly linear in K2, so we have chosen to plot K

along an axis linear in K2. As can be seen the distributions drop off quickly,

with, for example, an image with an area of 1000A_,_ and Ah,,J._(_ 2 = 4, having

on average more then one peak per image with significance greater then 3.5

but less then one peak per forty images with significance greater then 4.5.

Single Source Detection. To illustrate the use of these distributions

we will consider a simple detection problem. We will suppose that one of two

hypotheses is true; either the null hypothesis with no sources in the field-of-

view, or the source hypothesis with a single source in the field-of-view with

statistical significance Ko. The problem then is, how can we decide between

these two possibilities for a given observation, and how accurate is this deci-

sion making process? To address the accuracy of the decision making process

we need to know two things, the probability of a correct decision given that a

source is present and the probability of an incorrect decision given that no

source is present. These probabilities are known respectively as the True

Positive Fraction (WPF) and the False Positive Fraction (FPF).

A standard method for deciding between two hypotheses is to use the

likelihood ratio test. The likelihood ratio is the ratio of the maximum value of

the likelihood function under the source hypothesis to the maximum value of

the likelihood function under the null hypothesis. The source hypothesis is

chosen if the likelihood ratio is greater than a threshold value. The threshold

used is chosen to optimize some combination of the TPF and the FPF. For

this problem the likelihood ratio is a monotonic function of the maximum

value of the correlation image. Thus we will choose between the source and

null hypothesis by comparing the significance of the largest peak in the
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correlation image to some threshold value K_h.

We will be interested only in thresholds for which the false positive frac-

tion is small. Then since the probability of a noise peak having significance

greater than the threshold is small, it is reasonable to assume that no more

than one noise peak in an image will be above this threshold. With this

assumption we have

FPF = AIP(>K_h) (3.50)

where Al is the total area of the image being considered.

If a source is present and yet is not detected the significance of the image

in the source direction must be below the threshold, and no noise peaks may

be above the threshold. The probability of this happening is the False Nega-

tive Fraction and is given by

Z(KO--K,h)..... ,,
FNF = jl (3.51)

from which we may calculate the true positive fraction from TPF -- 1-FNF.

Figure 3.7 shows the relationship between the TPF and the FPF for an

image with Ah,,_/_r_ 2 = 8 and for a moderate size image with an area of

1000Ah,,. Each curve is labeled with the source significance K0 with points

along the curve corresponding to different values of the threshold K_h. The top

axis is labeled with the value of the threshold Kth. If for example we require

that only one out of twenty fields-of-view may in error be declared to contain

a source, then a threshold of k_h=4.45 is needed. With this threshold we can



- 124-

Figure 3.7. The effect of image searching on source detection. An

image is constructed from one of two possible source configurations:

either no source is present, or a single source of statistical significance

Ko is present at some random location. A decision is made between

these possibilities by comparing the significance of the largest peak in

the image with a threshold K_h. The figure shows the average outcome

of the decision. Each curve is labeled with the value of K0. The curves

show the relationship of the false positive fraction, the fraction of

images with no sources that are identified as containing a source, to

the true positive fraction, the fraction of images containing a source

that are correctly identified. Different points on the same curve

correspond to different threshold values Kth.
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correctly identify more than half of the source fields-of-view only for sources

of significance greater then 4.5.
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4. The Gamma-Ray Imaging Payload (GRIP)

4.1 Overview

This chapter describes a balloon-borne coded aperture telescope for low-

energy gamma-ray astronomy observations. This instrument, called GRIP

(Gamma-Ray Imaging Payload) is designed for measurements in the energy

range from 30 keV to 5 MeV with an angular resolution of 0.6 ° over a 20 °

diameter field-of-view. It employs a rotating hexagonal uniformly redundant

array mask, implementing the imaging concepts developed in chapter 3.

The GRIP instrument has been designed for making significant observa-

tions as a high-altitude balloon payload. In addition it provides a proving

ground for coded aperture imaging concepts. Although the GRIP instrument

meets the angular resolution requirements set out in chapter 2, it is not capa-

ble of meeting the sensitivity objectives set out in chapter 1. This however is

a matter of scale: a comparable instrument in a satellite environment could,

with the longer exposures possible, meet these objectives.

The basic imaging elements of the GRIP instrument are shown in Figure

4.1. They consist of a shielded detector system separated by 2.5 meters from a

lead coded aperture mask. The primary detector is a position-sensitive scintil-

lator which detects the modulated flux of photons that pass through the

mask. This is surrounded by active anti-coincidence shields to reduce the

background from environmental photons.
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Figure 4.1. Basic elements of the GRIP instrument. Shown are the

rotating HURA mask and the shielded detector system. The primary

NaI(T1) detector is separated from the mask by 2.5 m. The primary

detector is actively shielded by 12 plastic scintillator modules and a

second NaI(T1) detector.
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Primary 41 cm diameter x 5 cm NaI(T1) Anger Camera
Detector Position Resolution: <5mm rms 0.1-5.0 MeV

Shield

Energy Range

Energy Resolution

Mask

Imaging

Back Plate: 5 cm NaI(T1)

Sides: 16 cm plastic scintillator

0.03-5.0 MeV

8.3 keV FWHM Q 50 keV

70 keV FWHM @ 1 MeV

Hexagonal Uniformly Redundant Array

Rotation rate: 1 rpm
Cell Size: 2.54 cm flat-to-flat

Mask-Detector Spacing: 2.5 m

Size: 1.2 m diameter × 1.91 cm (Pb)

Resolution: 0.6 °

1070 resolution elements in 20 ° FOV

An_ular Localization: 3 arc min (10o" source)

Table 4.1. Characteristics of the GRIP balloon-borne gamma-ray telescope.

Table 4.1 summarizes the basic characteristics of the GRIP telescope.

The primary detector is a NaI(Tl) camera plate manufactured by the

Harshaw Chemical Company. This crystal is instrumented as an Anger cam-

era, being viewed by 19 3-inch photo-multiplier tubes (PMTs) arranged in a

hexagonal close-packed structure. The tubes are individually pulse height

analyzed and the signals recorded for post-flight analysis.

The detector is surrounded by an anti-coincidence shield consisting of 12

plastic scintillator modules arranged in a cylinder and a NaI(T1) crystal clos-

ing off the bottom of that cylinder. Each plastic shield piece is viewed by a 5

inch PMT. The lower NaI(T1) crystal is identical to the primary detector, but

only the analog sum of the PMT signals has been instrumented.

The mask is made of cast lead hexagons supported by an aluminum

honeycomb sandwich which is transparent at gamma-ray energies. These lead
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cells are arranged in the half-open, half-closed pattern of a hexagonal uni-

formly redundant array. Continuous rotation of the mask provides a tem-

poral modulation of the flux. Due to the anti-symmetry of the mask on rota-

tion by 60°, a position-by-position background subtraction can be performed

every 120 ° of rotation. This rotation also removes the periodic ambiguity

inherent in uniformly redundant arrays.

The shielded detector system and associated electronics are mounted in a

pressure vessel often referred to as "the shell." As is shown in Figure 4.2, the

mask is supported by a conical tower which is rigidly attached-to the shell.

The shell is attached to a platform by two bearings which allows changes in

the elevation angle of the telescope. The elevation angle is controlled by a

ball screw drive located on the platform. Also mounted on the platform are

batteries and packages of electronics for pointing control, telemetry, and data

recording. The platform is suspended by Kevlar straps from a spreader bar

attached to a torque motor. In flight the torque motor produces torques

between the helium balloon and the platform to control the instrument's

azimuthal orientation. Azimuth stabilization and orientation are achieved

using active magnetometer feedback to the azimuthal torque motor.

For each event in the primary detector with valid coincidence, all nine-

teen 12-blt primary detector PMT pulse heights, along with coincidence and

timing information, are recorded. Event rates of up to 5xl03events/s are pos-

sible, requiring a recording system with a 1 Mbit/s data rate. A 1.4 Mbit/s

recording system with a total capacity of 25 Gbytes was developed for GRIP,

using commercial VCR's and audio digitizers.
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Figure 4.2. The GRIP instrument showing its configuration during

flight. The primary detector and its shields are contained within a

pressure vessel called the shell. The mask is supported by a conical

tower which is attached to the shell. The orientable telescope, consist-

ing of the shell, the mask tower and and the mask, are attached to a

pointing platform by two elevation bearings. The elevation of the tele-

scope is controlled by a ball-screw drive. The platform is suspended by

straps from a spreader bar attached to a torque motor. The azimuth of

the telescope is controlled actively by the torque motor, using feedback

from magnetometers for stabilization. Ballast is used for altitude con-

trol, while crush pads minimize damage upon landing.
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The GRIP instrument was ready for its initial flight from Palestine,

Texas in the fall of 1985. However problems with surface weather conditions

and balloon materials prevented a flight at that time. GRIP was successfully

flown in the fall of 1986, performing 24 hours of high-altitude gamma-ray

observations. The data from these observations are presently in the initial

stages of analysis.

The discussion of GRIP that follows will emphasize the components of

primary scientific interest. In section 4.2 we will consider the main com-

ponents of the imaging system, the mask and the position-sensitive detector

with its active shield. In Section 4.3 we will describe the sub-systems that sup-

port the imaging system.

4.2 The Imaging System

The essential components of a coded aperture gamma-ray imaging tele-

scope are a coded aperture mask and a position-sensitive gamma-ray detector.

The analysis of coded aperture imaging in chapter III employed a simple

model of these elements. In this section we consider the details of the design

and instrumentation of these components for the GRIP telescope. We will

begin by discussing the design and construction of the mask. We then turn to

the design and testing of the position-sensitive detector and its position algo-

rithm. Then after a brief description of the on-board system for calibrating

the detector, we conclude by discussing the active shielding of the primary

detector.
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4.2.1 The Mask

Figure 4.3 shows the pattern of the mask constructed for the GRIP

instrument. The mask is based on a Hexagon Uniformly Redundant Array

pattern of order 79. Each closed cell consists of a cast hexagonal lead block

which is 2.54 cm flat-to-flat and 1.91 cm thick.

As was discussed in chapter 3, the choice of the mask cell size is related

to the position resolution of the detector, and involves a trade-off between the

telescope's flux sensitivity and its source localization accuracy. With the cell

size chosen, the source localization accuracy is within 26% of optimal, and the

flux sensitivity within 32% of optimal, for the 50 keV to 2 MeV energy range.

The choice of the lead thickness was a compromise between gamma-ray

opacity and the total weight of the mask. For a balloon payload excess mass

results in a reduction of the obtainable altitude, and therefore a reduction in

the source flux due to atmospheric attenuation. As is shown in Figure 4.4,

with the thickness chosen the opacity is better than 90_ below 700 keV and

reaches a minimum of 60°_o near 3 MeV.

To the bottom of each lead block is bonded a 0.8 mm layer of tin which

provides 3.8 attenuation lengths to suppress the 80 keV fluorescence x-rays

produced in the lead. The blocks are mounted on a one-inch thick aluminum

honeycomb sandwich bonded at the edges to a 117 cm diameter aluminum

ring. The full assembly contains over 1000 lead blocks and weighs 142 kg.

The separation between the mask and the primary detector is 2.50 m.

The angular resolution of the instrument is determined by the ratio of the

mask cell size to this separation, with the chosen separation giving a resolu-

tion of 0.6 degrees. We considered larger separations to be impractical for a
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Figure 4.3. The GRIP mask. The mask used on GRIP is a 127 ele-

ment URA. Each cell is 2.54 cm flat-to-flat, with the whole mask being

1.2 m in diameter. The black cells are cast lead hexagons 1.91 cm

thick, supported on an aluminum honeycomb sandwich. During obser-

vations the mask rotates at a rate of one revolution per minute, allow-

ing position-by-position background subtraction once every 20 seconds.
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Figure 4.4. The opacity of lead versus energy for slabs of various

thicknesses. The thickness changes between curves by 0.25 cm. The

minimum opacity occurs near 3 MeV, where the pair-production and

Compton-scattering cross-sections are comparable.
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balloon instrument. A larger separation would require a larger mask to main-

tain the same field-of-view, as well as requiring more support structure.

The mask assembly is supported at the edges by a system of rollers on

top of a conical tower attached to the shell. During observations the mask is

rotated by a roller drive at a rate of one revolution per minute, providing

position-by-position background subtraction once every 20 seconds.

The rotational orientation of the mask is encoded by two separate sys-

tems. The first system uses a linked chain that is embedded in the mask sup-

port ring. This chain is viewed by a combined LED and light detector that

detects the passage of a link through its focal point. A reference is established

by filling in a sequence of gaps between links. The chain has 1020 links pro-

viding 40.1 ° resolution. The second system uses a series of holes that have

been drilled through the mask support ring. When a hole passes by an

infrared LED the transmitted light is sensed by a small detector. The sup-

port ring has 24 evenly spaced holes, with an additional hole used to establish

an absolute reference.

4.2.2 The Primary NaI(TI) Detector.

The heart of the GRIP instrument is the primary NaI(Tl) detector. This

is a NaI(T1) scintillator instrumented in an Anger camera configuration. An

Anger camera consists of a planar scintillator viewed by an array of PMTs,

with the ratios of the PMT signals being used to determine the location of an

interaction in the scintillator. Since its initial invention (Anger 1957), the

NaI(T1) Anger camera has been extensively developed for medical imaging at

hard x-ray energies. The Anger camera was thus a natural and economical
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choice as the position-sensitive detector of the GRIP gamma-ray telescope. A

considerable effort was expended in the design and testing of the primary

detector and its associatedposition algorithm. We will therefore begin this

section by discussing the approach taken in the detector and position algo-

rithm design. We will then describethe resulting detector and position algo-

rithm and their coupled performance.

Design Considerations. Unfortunately much of the technology

developed for medical imaging in the hard x-ray is not transferable to

gamma-ray astronomy. The firstreason for this isthat the detectors used in

the hard x-ray can be rather thin while gamma-ray detectors must be rather

thick. Figure 4.5 shows how the photo-peak efficiencyof a slab of NaI

depends on its thickness. The curves, obtained by Monte-Carlo calculation,

give the percentage of photons from a normally incident beam that deposit

their full energy in the scintillatoras a function of energy. At the lowest

energies the photo-electriceffectis the dominant form of interaction.Above

250 keV the majority of events suffersingleor multiple Compton scatterings

before any photo-electric interaction. At 100 keV, high efficiencycan be

achieved with a 1 cm thickness,however a 5 to 10 cm thickness isrequired at

1 MeV. Because of the thinness of an x-ray detector the PMT responses vary

essentiallytwo-dimensionally with respect to the photon interactionposition.

In contrast a thicker gamma-ray detector will have a more complex three-

dimensional response. For thin x-ray Anger cameras, interaction positions

can be successfully calculated by relativelysimple algorithms based on the

PMT position weighted sums of the PMT outputs. However, for a thicker

gamma-ray camera, to successfullycalculate the position of an interaction



- 142-

Figure 4.5. The photo-peak efficiency of a slab of NaI. Each curve is

labeled with the thickness of the NaI slab, and shows the percentage of

photons from a normally incident beam that deposit their whole energy

in the NaI. The curves are interpolated from Monte-Carlo calculations

with 5000 photons per data point. The calculations neglect the escape

of flourescence x-rays. This surface effect, which is important below 70

keV, produces a decrease in photo-peak efficiency which is nearly

independent of slab thickness.
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within the plane of the detector, we must also calculate the depth of the

interaction within the detector.

A second reason that the hard x-ray medical technology is not easily

transferred to gamma-ray astronomy involves the relationship between the

design of the detector and the design of its position algorithm. A medical

imaging system is required to perform real time calculations of event locations

at high event rates for x-ray interactions at well-known energies. To achieve

fast calculations, simple position algorithms that may be performed with ana-

log electronics are employed. The detector geometry is then tailored to optim-

ize the performance of the chosen position algorithm. This often involves

reducing distortion or enhancing position resolution at the expense of energy

resolution. For a gamma-ray astronomy detector however, we wish both good

spatial and energy resolution, and the complexity of the position algorithm is,

within limits, secondary. We therefore decided that in evaluating the design

of a detector we would assume that the nbest possible n position algorithm was

to be used. We took as a working definition of the "best possible" position

algorithm a maximum likelihood calculation of the event positions.

Maximum Likelihood Positions and Energies. The maximum likel-

ihood method requires a detailed knowledge of the characteristics of a detec-

tor. For each PMT we need to know the mean number N_(_,E) of photo-

electrons expected to be collected for an interaction at position _ within the

detector depositing energy E. For multiple-interaction events we would ideally

like to determine the position of the first interaction. We will however assume

that we can only determine the energy weighted mean position of the total

interaction. We will futher assume that the expected PMT responses for a
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multiple-interaction event are identical to the responses expected for an event

which deposits its total energy at the mean interaction position.

The maximum likelihood position z and energy E are found by maximiz-

ing the likelihood function, or equivalently, its logarithm. Since the statistical

variation of the number n_ of photo-electrons produced in PMT i is governed

by the Poisson distribution, the logarithm of the likelihood function is given

by:

lnL(e,E) = Z[n, lnN_(_,E)- N_(_,E)] + ¢on_t. , (4.1)
i

where N_(_,E) is'the response function for PMT i and gives the expected

number of photo-electrons as a function of interaction location and gamma-

ray energy, and the constant depends only on the n_.

The problem simplifies if we assume that the response functions are

separable functions of _ and E:

N_(_,E) = l(E)f,(_). (4.2)

The PMT responses are approximately proportional to gamma-ray energy at

a given _. Small deviations from proportionality are due to the non-linearity

of the NaI(T1) light response and are accounted for by the function l(E). We

will choose the normalization of l(E) so that it represents the average number

of photo-electrons collected if all of the photons produced are absorbed by a

photo-cathode.

We may solve OlnL/OE = 0 to obtain an implicit expression for E:

l(E) -- n,o, (4.3)
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where n_ot is the total number of collected photo-electrons

n,o, : En, (4.4)
i

and C(z) is the light collection efficiency given by

C(_) = _f,(_) (4.5)
i

Upon substitution of (4.2) and (4.3) into equation (4.1)

reduces within constant terms to:

we find that lnL

lnL(_) = n,o,E,i, ln/_',(_ ) (4.6)
i

where the PMT responses _ and the response functions _ are now normal-

ized:

ni

X 2

_toL

and

l_l,(_)- f'(_) (4.8)
c(z)

From equation 4.6 we see that the maximum likelihood solution for the

interaction position is independent of the energy of the interaction and the

total number of photo-electrons collected, depending only on the normalized

PMT signals _. The information needed for the calculation of interaction

positions consists of the normalized response functions/f/_(_).
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The covariance matrix _,_. associated with the statistical position errors

for an interaction at position g may be determined by evaluating the second

derivatives of the likelihood function at n, = l(E)f,{_):

01_f,(e) 01V,(e) (4.9)(,r)jk' = t(E)V(e)Z _ 5) o,_j o_

The inverse of the covariance matrix is often referred to an the "infor-

mation matrix, n As can be seen, the most information about the interaction

occurs when a PMT with a small response has a large derivative. If at any

position, such as near the edge of the detector, only two PMTs have rapidly

varying responses, then there will be an axis along which there is little infor-

mation about the interaction position. The normalization of the responses

shows that the maximum likelihood method results in a position algorithm

that is independent of energy. Unfortunately this also obscures two important

features. First, gradients in the light collection efficiency introduce correla-

tions between the determined position and energy. Second, the statistical

error associated with determining the total light emitted is reduced by

improving the light collection efficiency. It should be noted however that

there is another source of error in determination of the interaction energy

other than the photo-electron statistics. This is due to the nonlinear response

of NaI at low energies which for multiple Compton scatterings causes the

total light output to depend on the distribution of the energy deposited

among the individual interactions.

Design Evaluation. With a model of the PMT responses equation (4.9)

gives a method for evaluating the photo-electron statistics component of the
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position resolution of a particular detector. We used this method to compare

several detector designs. The detectors considered consistedof a cylindrical

crystal of NaI(T1) viewed through a glasswindow by an array of PMTs. The

detector was assumed to be enclosed in a housing coated with a diffuse

reflector. The number, size and spacingof the PMTs as well as the thickness

of the detector and various surface characteristics varied with each design.

For each design the PMT responseswere determined by Monte-Carlo simula-

tion. The simulations involved the propagation of photons from a point

source in the detector until they were either absorbedor produced a photo-

electron in one of the PMTs. The simulations included detailed modelsof the

reflective and absorption properties of photo-cathodes and the scattering at

the rough surfacesof the NaI detector.

Equation (4.9) requires the calculation of the derivatives of PMT

responses,which are approximated by finite differences. Fortunately there is

a simple technique for obtaining Monte-Carlo calculations of differencesthat

greatly reducesthe computation time neededfor a result of given accuracy.

To find the difference in the responseof a given PMT between interaction

positions A and B we propagate pairs of photons, one starting at position A

and one at position B. Both photons in the pair are required to use the same

seriesof random numbers, so that their fate would be identical if they started

from the same position. We gather as statistics nA the number of times the

PMT collected the photon from A but not from B, ns the number of times

the PMT collected the photon from B but not from A, and N the total

number of pairs generated. Then the estimate of the responsedifference is

(,_A- _B)/N • The number of times that the PMT collectedboth photons does
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not enter into calculation of the responsedifference, and therefore does not

contribute to its statistical error. This procedure may be justified and gen-

eralized by viewing the Monte-Carlo calculation as a volume integration in

the space of random number sequences.

By Monte-Carlo evaluation of (4.9) at several points for candidate

designs, we reached several conclusions. The responses of all thick detectors

showed marked dependence upon the depth of interaction in the detector.

Thus a thick camera plate can provide depth information as well as positions

in the plane of the detector. In general as much of the surface of the detector

as possible should be covered with PMTs. Decreasing the PMT diameter

beyond the thickness of the detector seems to have little effect on the resolu-

tion attainable in the plane of the detector, with this resolution scaling with

the detector thickness. It should be noted that the resolution derived via

equation (4.9) is a purely local measurement. In particular, it is quite possible

that two separated locations have very similar responses, and would therefore

not be distinguishable.

The Detector and Instrumentation. A cross-section of the detector

assembly designed for GRIP is shown in Figure 4.6. The 41 cm diameter, 5

cm thick NaI(Tl) camera plate is a *polyscin n forging which has been rough

polished and bonded to a 1.27 cm glass optical window. The hygroscopic NaI

is protected from the atmosphere by a thin (-0.Smm) A1 housing that is her-

metically bonded to the optical window. The air gap between this housing

and the NaI insulates the crystal from thermal shock. The inside of this hous-

ing is coated with a diffusely reflective white material to improve light collec-

tion efficiency. The optical window is connected to an Al support ring by
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Figure 4.6. The Primary Detector Assembly. The primary NaI(T1)

detector is shown with its housing and PMTs. The PMTs are attached

with silicon grease and supported by a phenolic plate and a system of

rubber washers.
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RTV potting which protects the NaI from mechanical shock. The NaI cam-

era plate with window, hermetic seal, and potting was manufactured by the

Harshaw Chemical Co. This assembly is mounted in an Al housing that pro-

vides mechanical support and a light seal.

Nineteen 3-inch Hamamatsu R1307 photomultiplier tubes view the NaI

through the the optical window. The PMTs are optically coupled to the glass

with Dow Corning Q2-3067 optical coupling compound. The PMTs are

confined in a hexagonal close-packed array with a spacing of 8.25 cm by a

phenolic plate and a system of rubber washers. The area of the optical win-

dow not covered by PMTs was covered by white cardboard to enhance light

collection efficiency.

The PMTs are biased with negative high voltage applied to the photo-

cathodes. This negative biasing was chosen to allow a direct coupling of the

anodes to their pre-amplifiers. To avoid heat sources near the NaI, seven vol-

tage levels were generated externally and distributed to the PMTs on a PC

board. The last six dynodes of each PMT are connected to the voltages

between -100V and -600V in 100 volt steps through 50k12 resistors. The resis-

tors limit the current to the PMTs and allow prompt recovery from the pas-

sage of charged particles through the detector. The photocathode, grid and

first two dynodes are biased through a resistive divider placed between -1000v

and -600v. This divider contains a resistor which alters the total voltage drop

between the photocathode and the third dynode, allowing the gain of each

PMT to be adjusted. Before installation the gains of the PMTs were balanced.

Each PMT in the primary detector has associated with it amplification,

integration and analog to digital conversion electronics. These electronics are
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located at the bottom of the pressure vessel. Each PMT anode signal is pre-

amplified and passed to a gated integrator. When the event logic, which is

discussed below, determines an event should be processed, it begins by initiat-

ing the integration of the pre-amplified PMT signals. This integration contin-

ues for 1.5 _s after which time each integrated signal is sampled and held.

The held signals are then converted from an analog to digital format. The

analog to digital converters (A/Ds) produce a 12 bit output. The gain of the

signal chain is set so that an energy deposit of -2.5 MeV immediately above

a PMT will produce a full scale output.

From the sum of the pre-amplified PMT signals, three discriminator sig-

nals are derived. These discriminators are the Zero Level, Lower Level and

Upper Level Discriminators (ZLD, LLD, and ULD), which are used by the

event logic. The discrimination levels of the ZLD, LLD and ULD are all com-

mandable. The ZLD has the lowest discrimination level and is used to detect

an energy deposit and is the basis for timing the processing of an event.

Events with energy deposits outside a given range may be rejected for proc-

essing by the use of the LLD and ULD.

Detector Response Measurements. Use of the maximum likelihood

method to determine interaction positions requires mapping of the responses

"of the PMTs. We obtained knowledge of the required response functions

using the 662 keV line of a collimated 13_Cs source. The gamma-ray beam

was directed at normal incidence to the camera plate and could be positioned

laterally to an accuracy of 0.1 mm by an x-y translation stage. The beam

spread at the center of the NaI(Tl) crystal was 3 mm FWHM. Data were

obtained for source locations chosen to lie on a hexagonal grid of spacing 2.38
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cm and covering a wedge-shaped region, shown in Figure 4.7, of approxi-

mately 1/12 of the area of the camera plate. Data from additional source

locations were taken to verify the symmetry of the camera plate response.

For the response mapping the camera plate PMTs were instrumented to

closely approximate the desired situation in which each PMT is individually

pulse-height analyzed for each gamma-ray event. The only deviation from

such a scheme was required by the 15 input limitation of the pulse-height

analysis system available at that time. Twelve of the nineteen PMTs (0

through 10 plus 18, as labeled in Figure 4.7) were individually pulse-height

analyzed, while the remaining three input channels were used to analyze three

sum signals: (11+12), (13+14+15), and (16+17). We then confined the

majority of our measurements to the wedge-shaped region shown in Figure

4.7 so that the summed signals would be small and contain little of the

relevant information on gamma-ray interaction location. For each gamma-

ray event all 15 channels were pulse-height analyzed and the resulting data

were stored on magnetic tape for subsequent computer study. The GRIP

instrument employs a nineteen input analysis system and the algorithm dev-

ised from the initial measurement have been tested with its use.

The data for each gamma-ray beam location were analyzed separately.

After making preliminary cuts to select only photopeak events and to reject

background events occurring outside the beam, the data for each beam were

fit to a straight line in the space of PMT signals.
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Figure 4.7. The detector response measurement grid and PMT

numbering system. The figure shows the positioning of the PMTs on

the NaI detector and the number system referred to in the text.

Response measurements were made on the grid of points shown, pri-

marily within the outlined wedge.
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The initial cuts were made using a simple linear position algorithm to

eliminate events far from the beam location. Inspection and understanding of

the remaining data were difficult because of the 15-dimensional nature of the

data space. We knew however that events near any location in that space

should be locally confined to three dimensions corresponding to the three spa-

tial dimensions. We therefore employed a technique that selected those linear

combinations of normalized PMT signals that showed the statistically largest

variations in the remaining data set.

This procedure began by finding the means _ of the normalized PMT

signals _ for the single.beam data set. Then new variables were formed that

near the mean had equal errors and where statistically independent (except

for the normalization):

a, = ni-W_ (4.10)

A new basis _ was then found for the data vectors _. In this basis the corre-

lation matrix

V_k 1='-_ E a, ak (4.11)
" e@e nil:|

is diagonalized. Here N is the number of events. The eigenvalues of the corre-

lation matrix determine the statistical significance of the variation along each

axis _. In general the data sets showed only three or four dimensions with

significant variation. The data were then examined only in this smaller sub-

space, and closer cuts were made to reject background events outside of the

beam.
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The PMT responses are in general non-linear, however the responses

within a single beam appeared to lie along a line in the data space. This was

found to be a fair approximation for all the beam data sets. The data where

therefore fit to lines in the data space with the parameter _ of distance along

the line defined such that _ = 0 corresponded to gamma-ray interactions near

the front of the crystal, while _ -- 1 corresponded to events at the back of the

crystal, nearest the PMTs.

Thus the normalized response functions determined from the beam meas-

urements were expressed as functions of a depth parameter k, rather than the

physical depth z. We found that the depth parameter k is not a strictly

linear function of z and that the relation between _, and z varies as a function

of the lateral (x,y) position. However, since our primary interest is in an

optimum algorithm for the lateral position (x,y) we substituted _ for z in the

maximum likelihood formulation and below we will refer to the event location

= (_,y,_).

In general the PMT responses were found to have a marked dependence

on the depth of a gamma-ray interaction. This depth dependence may be

seen in Figure 4.8 which shows the response of the central PMT as deduced

from the 662 keV beam measurements. When the collimated beam was

directed at normal incidence to the camera plate and positioned opposite the

central PMT, the fraction of the total light signal collected by the central

PMT increased with the depth of gamma-ray penetration. The signal was a

maximum of 330/o for gamma-ray interactions occurring deep in the camera

plate and close to the PMT face, but was only 22_ for interactions near the

front surface of the camera plate. As the beam is moved toward the edge of
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Figure 4.8.. The response of the central PMT. The figure gives the

ratio of the light collected by the central PMT to the total light col-

lected versus the distance of the interaction from the center of the

detector. The solid circles interpolated by a dotted line are the

response at the back of the detector near the PMTs. The triangles

interpolated by a dashed line represent the response at the front of the

detector. Data at negative distances are obtained by symmetry.
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the detector the response falls off, reaching a minimum value of 3.5%

independent of the interaction depth. The width of the response function

corresponds roughly with the spacing of the PMTs, and is largest toward the

front of the detector.

The Position Algorithm. While the details of the method by which

the likelihood function is maximized are not critical to the results, we include

for completeness a discussion of the particular approach we used.

The maximization of the likelihood function can be done by an iterative

technique where a first guess _o of the position is assumed to be close to the

position _ = _0+ _ of the maximum. This first guess can be found for

example by determining which PMT has the largest signal. The displacement

A_ is estimated by setting

Oln(L (:_°+ A:_)) = 01n(L(_°)) +- Z021n(L(_O))Azl--0.
Ox_ ax_ t Oxhax_

(4.12)

The solution for d_x_is then used to compute a refined guess of the position,

and the procedure iterated.

Our algorithm approximates this procedure in two ways. First, the posi-

tions _0 are restricted to the lattice of points at which we have measured the

PMT responses (or inferred the responses by symmetry). Second, we solve

equation (4.12) for hz, with the assumption that deviations of the PMT

responses _, from the mean responses /_,(_o) are small. The resulting solution

is:

,_x, = ZX,,(,i, - _,(_0)) (4.13)
i
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where

Xt; = Emk 0In(N,) (4.14)
k Ozk

and

ON, (4.15)

with all evaluations performed at 5° .

The required derivatives of the normalized response functions /V_ were

computed by finite differences on the lattice, and for each lattice point we

stored N; and Xl_. Then equation (4.13) defines a linear algorithm valid for

calculating the event position near s °. At a moderate distance (_2-3cm) from

this point, distortions appeared as a compression or expansion of the x and y

axes with increasing depth. This is unavoidable for any purely linear algo-

rithm, although the magnitude of the distortion could be reduced by working

on a finer lattice. To correct for this distortion we introduced a quadratic

correction :

h=,' : A=_+ _ C,_,.h=,_h=. (4.16)

where

c,,.. : (4.17)
i OxmOxt,

This correction is applied only after iteration of equation (4.13) has con-

verged.
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Detector and Position Algorithm Preformance. In evaluating the

success of the detector and position algorithm design we will consider sys-

tematic distortions in positions, position resolution, and energy resolution.

For preflight calibration of the detector, a 0.5 inch thick lead plate with

an array of 0.25 inch lead holes is placed in front of the primary NaI(T1)

detector. The detector is then exposed through the plate to a gamma-ray

source, so that in effect the detector is exposed to an array of gamma-ray

beams of known location. The holes on the plate are arranged in a hexagonal

array with 2.38 cm spacing. The plate may be accurately located in three

positions with respect to the detector, allowing the measurement of the detec-

tor response to a composite hexagonal array of beams with 1.37 cm spacing.

Figure 4.9 shows calculated positions of gamma-rays from a la3Ba

source, for an off-center position of the lead hole plate. The events have been

restricted to the 356 keV line of the 133Ba source, and are displayed only

within a 28 cm diameter region centered on the detector. This region is con-

sidered the usable area of the detector, with the remainder being employed as

an active shield. Due to the collimation of the source, data is less dense at

the left edge of the plot. A comparison of the reconstructed beam positions

with their expected locations has revealed no global distortions. There are

however systematic errors in the beam locations that for a few points are as

large as 2 mm. These errors are due to inaccuracies in the measurement of the

PMT responses. These systematic position errors affect an image by broaden-

ing the point source response function and introducing errors in the peak

position that are smaller than 2 arc minutes. Further analysis of the calibra-

tion data will allow improved measurement of the response functions, which
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Figure 4.9. Hole plate calibration data. The points are calculated

positions of events obtained during a hole plate calibration with a

133Ba source. Events have been restricted in energy to the 356 keV line.

The hole plate grid, which has 2.38 cm hole spacing, has been placed in

an off-center location. The circular region is at a radius of 14 cm.
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should reduce the systematic errors in the position reconstruction.

The position resolution obtained at the center of the camera plate is

illustrated in Figures 4.10 and 4.11 at gamma-ray energies of 122 keV and

662 keV respectively. This data was obtained with collimated sources when

the PMT responses were being measured on a x-y translation stage. The cali-

bration plate data is unsuitable for measuring the detector's position resolu-

tion because of the large hole size. Since at 122 keV the position broadening

is due almost entirely to photo-electron statistics, the distribution of measured

positions seen in Figure 4.10 is approximately Gaussian. In contrast, the dis-

tribution of measured positions obtained at 662 keV is distinctly non-

Gaussian, with extended tails due to Compton scattering.

Figure 4.12 shows a calculation of the expected position resolution as a

function of energy. The calculation employed a Monte Carlo gamma-ray pro-

pagation code to determine the contribution to the FWHM position resolution

due to Compton scattering which becomes important above an energy of

approximately 300 keV. The Gaussian contribution, due to photo-electron

statistics and light collection effects, was normalized to the measured position

resolution at 122 keV where the effect of Compton scattering is negligible.

The calculated curve agrees well with the data point at 662 keV which has

been adjusted down from 7.0 to 6.3 mm to account for the collimated beam

width of 3.0 mm FWHM. Figure 4.12 indicates that in spite of Compton

scattering the expected FWHM position resolution continues to improve up to

the limit of the calculation at an energy of 2 MeV.

Towards the edge of the detector the position resolution is degraded.

This degradation is to be expected because of the light reflected off the NaI
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Figure 4.10. Position Resolution at 122 keV. The figure shows the

measured point spread function at the center of the detector at 122

keV. The width of the peak is primarily due to photo-electron statis-

tics.
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Figure 4.11. Position resolution at 662 keV. The figure shows the

measured point spread function at the center of the detector at 662

keV. The wide tails are due to Compton scattering.
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Figure 4.12. Calculated position resolution versus energy. The figure

gives the expected detector position resolution based on energy scaling

of the photo-electron contribution to the point spread function, and

Monte-Carlo calculation of the Compton scattering contribution to the

point spread function. The photon-statistical contribution is normal-

ized to the measurement at 122 keV. The FWHM of the point spread

function continues to decrease with energy, with the main effect of

Compton scattering being in the wings of the distribution.
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crystal's sides cannot be distinguished from that comming directly from the

event. Thus while axial resolution is maintained, there is little information to

separate the radial and depth dependence of the signals. The degradation is

further compounded by the incomplete PMT coverage near the detector's

edge. We have chosen a region within 14 cm of the center of the detector as

usable for imaging. In retrospect, this region could have been enlarged if

additional PMTs were used to cover the edge of the detectors face. Instrumen-

tation of the sides of the NaI crystal could possibly make the whole detector

usable.

The light collection efficiency of the detector varies by 10_ over the

usable area of the detector. A large component of this variation is a simple

radial falloff. At present a complete measurement of the light collection

efficiency has not been made. However, when a simple radius-squared correc-

tion is made for the light collection efficiency, the usable area of the detector

has a energy resolution of 9_ FWHM at 662 keV. This is to be compared to

the 7_ FWHM at 662 keV obtained for a beam at the center of the detector.

A consequence of the development of a three-dimensional position-

determination algorithm is the capability of measuring the depth of the

gamma-ray interaction in the detector. This depth determination capability

is potentially very useful since it allows a reduction of background. For

example, low-energy gamma-rays are expected to interact primarily near the

front face of the crystal. The interaction length for gamma-rays of less than

300 keV energy is less than 1.5 cm. Thus, low-energy events with interaction

positions in the back half of the Anger Camera can be rejected as

background-induced events. Furthermore, the rejection criteria can be
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optimized for the energy of interest since the depth determination is per-

formed ex post facto in the data analysis.

Figure 4.13 gives an indication of the depth determination capability of

the camera plate. The detector was flooded from front and back by gamma-

rays of 122 keV. Figure 4.13 shows the individual histograms of the depth

parameter }, for events incident from the front and back. A depth selection

which accepts 90% of the 122 keV gamma-rays incident from the front will

reject 87_ of the gamma-rays incident from the back. Alternatively, a depth

selection which accepts 90% of the events incident on the front of the

NaI(T1) detector will reduce a uniform internal background by a factor of

two.

The background rejection provided by the depth selection is capable of

improving the flux sensitivity of the detector. There are however serious

difficulties in realizing this improvement. The depth resolution varies

dramatically in the plane of the detector. Above the center of a PMT the

resolution is a few mm at 122 keV, while closer to the crystal face, there is

less depth information. Near the intersection between three PMTs there is lit-

tle or no depth information. Thus the effectiveness of the depth discrimina-

tion varies from point to point in the detector, complicating the analysis of

the resulting data. In hindsight, the depth resolution could be improved and

made more uniform by employing a larger number of smaller PMTs.
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Figure 4.13. Depth discrimination. The figure shows histograms of

the depth parameter k for front and back floods of the detector at 122

keV. No restriction has been placed on the (z,y) positions of the events.

Selection on the depth parameter allows 87_ rejection of 122 keV

events from the back on the detector, with 90% acceptance of events

from the front. This discrimination has, however, a complicated depen-

dence on the (x,y) position.
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4.2.3 The Calibration Systems

Careful measurement of changes in the gains of the primary detector

PMTs and the gains and offsets of their associated electronics are needed in

order for accurate reconstruction of the energy and position of events in the

detector. For this purpose three calibration systems are employed. The first

measures the offset and gains of each electronics channel, the second measures

the response of the PMTs to light sources at fixed locations within the pri-

mary detector assembly, and the third measures the detector response to

gamma-rays of a known energy.

On command, the processing of an event can be initiated without an

energy deposit within the primary detector or shields. This allows the meas-

urement of the baseline level of each channel. Offsets from the nominal null

point can be caused by temperature-induced drifts in the electronics, changes

in the dark current of the PMTs, or changes in the afterglow level of the NaI

crystal. Experimentally we found that 10% of the light emitted in the NaI

after an event is associated with a long (-0.25s) time constant. Thus the cry-

stal glows with a brightness proportional to the event rate. This glow causes

an offset in the converted signals and also contributes to statistical noise.

Attached to the front of each pre-amplifier is a pulser that delivers a

known charge with a current signal having the 2.51xs time constant of the NaI

crystal. Firing the pulsers and at the same time commanding the processing

of an event produces data that, in conjunction with the offset data, may be

used to measure the gain of each electronics channel.

A system of twelve green light-emitting diodes was installed in the detec-

tor assembly to allow the measurement of any relative changes in the gains of
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the PMTs. A LED is located near the optical window in each junction

between three PMTs. One diode is pulsed every -15ms and the responses of

the PMTs is recorded in the telemetry stream for later analysis. Insofar as the

optical properties of the detector assembly and the ratio of the blue to the

green response of the photocathodes do not change in time, the LED system

allows a measurement of the ratios of PMT gains. Because we do not wish to

rely on the stability of the LED light outputs the absolute gain calibration

does not rely on them.

Absolute energy calibration of the primary detector is accomplished

through the use of a radioactive source located above the mask. Located on a

boom 1 m above the mask and 0.75 m from the axis of the telescope is 1 _tCi

of _'lAm embedded in a plastic scintillator. Thirty-six percent of the alpha

decays of the 2_lAm are accompanied by the emission of a 60 keV photon.

The coincident photon is the result of a 68 ns half-life excited state of the

23_Np created by the alpha decay. A photo-tube connected to the 24_Am

doped scintillator detects the alpha particle emission, allowing the 60 keV

photons to be tagged. This source of tagged photons with known energy

allows an absolute calibration of the primary detector's energy scale.

The known source location of the tagged photons provides a calibration

of t]_e imaging system. Since the calibration source has been placed above the

mask, the tagged photons will be spatially modulated with the mask pattern.

This modulation may be checked for consistency with the assumed orientation

of the mask, allowing detection of any problems with mask position or distor-

tion in the calculation of event positions within the detector. Detailed

analysis of the calibration source events should also allow a check on the
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relative PMT gains determined using the LED calibration system.

4.2.4 Possible Design Improvements

After a detailed examination of the response of the detector we realized

that there were several areas where the design could have been improved.

Primary among these was the deployment of PMTs near the edge of the

detector. Near the edge there are regions with no PMT coverage. This results

in regions with poor position resolution that must be excluded from use for

imaging. It would have been more desirable to include these regions by using

.PMTs that extend over the edge of the NaI crystal. In the juncture between

three PMTs in a region of poor sensitivity to depth. This sensitivity could

have been inproved by using an array of smaller hexagonal PMTs. Of course

both of these changes involve additional electronics and increase the telemetry

requirements. This latter difficulty could be avoided if on-board position cal-

culation were implemented, but this is probably unwise until more experience

is gained with the detector. The lack of depth sensitivity near the front face

of the detector could most likely be eliminated by changing the nature of the

reflector used on the surface of the housing. In particular, a "corner cube"

type reflector might give a better response.

4.2.5 The Shield System

The primary detector is surrounded by a cylinder of twelve plastic scin-

tillator modules as shown in Figure 4.1. The bottom of the cylinder is closed

off with a NaI camera plate assembly which is identical to the primary detec-

tor assembly. This NaI shield serves as a backup to the primary detector,
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and if called for the two detector assembliescan be interchanged.

One function of the shielding systemis to lower the detector background

due to external photons. This is accomplishedat the expenseof additional

weight and instrumentational complexity, and if the only considerationsare

flux sensitivity and total weight, then it is possiblethat an unshielded detec-

tor would have been a better choice. This can be seenby an examination of

the improvement in source flux sensitivity gained by the addition of an active

shield. In a background-dominated measurement, the flux sensitivity is pro-

portional to the square root of the ratio of the background rate per unit

detector area to the detector area. A factor of two improvement in sensitivity

may be gained by either decreasing the background by a factor of four, or

increasing the detector area by a factor of four. Thus, if more than three

times the mass of the detector in active shielding material is needed to

decrease the background by a factor of four, this material is better utilized in

the form of additional detectors.

There are additional considerations that make an active shield advanta-

geous. The reduction of the background improves the signal-to-noise ratio of

a source flux measurement. This reduces the size of any systematic errors. In

addition, the shield serves to detect photons that escape from the detector

after partial deposition of their energy. For the GRIP instrument a primary

consideration was the telemetry requirement. Adding detector area to improve

the flux sensitivity increases the event rate and so the required telemetry

throughput, while reduction of the background with active shielding to

improve the flux sensitivity reduces the event rate and so the telemetry

requirement.
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The cylinder of plastic scintillator is 96 cm in internal radius and -16

cm thick, and extends from 46 cm above to 45 cm below the top of the pri-

mary detector. The upper 39 cm of each module is tapered from the full

thickness to 7 em at the top. The modules were constructed by Bicron Corp.

of type BC-408 scintillation plastic. Each module is wrapped in Millipore, an

efficient diffuse reflector, and viewed from below by a single 5 inch

Hamamatsu R1416 PMT.

For low-energy background photons the dominant mode of energy depo-

sit differs between the NaI shield and the plastic shield. Below 250 keV a pho-

ton is more likely to interact in NaI via the photo-electric effect than to

Compton scatter. However, in the lower Z plastic (mainly carbon) Compton

scattering is the primary means of energy loss for photons with energy above

20 keV. Photons with energy less then _100 keV must Compton scatter in

the plastic several times in order to produce a detectable signal. For photons

entering the plastic from outside the cylinder this will in fact happen; how-

ever, it is possible for low-energy photons to scatter off the interior wall of the

plastic shield without depositing a detectable amount of energy. To reduce

this scattered flux we have lined the interior wall of the shield with a thin

layer of tin. The tin layer is 1.6 mm thick and extends down 46 cm from the

top of the plastic shield.

The analog sum of the NaI shield PMTs is amplified and fed to a

discriminator with a ¢ommandable threshold. The event logic uses the output

of this discriminator to inhibit processing of events when there has been a

detected deposit of energy in the NaI shield. Event processing is inhibited

while the PMT sum signal exceeds the threshold level and .125 pLs afterwards.
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Typically the total dead-time induced by a gamma-ray event in the NaI

shield is less then 2 _s.

The electronics associated with the plastic shield modules is slightly more

complicated. The light emitted by a plastic shield module after the passage of

an ionizing particle saturates the PMT. Full recovery from saturation takes

20 to 50 _ts depending of the energy deposit. The signal from the tube con-

sists of a short (_300ns) pulse followed by a slowly dropping tail with occa-

sional small bursts. To allow full recovery from saturation without imposing

excessive dead-time for gamma-ray events in the plastic shield, each module is

instrumented with three discriminators, from which an inhibit signal is

derived. The discriminator with the highest level is used to detect the large

energy deposit events caused by charged particles. The other two discrimina-

tors detect the small energy deposits caused by gamma-ray interactions. The

inhibit signal from a shield module is normally the output of the discrimina-

tor with the lowest threshold. However after the passage of a charged particle

the inhibit signal is switched to the middle level discriminator. This allows a

faster recovery from the saturation, at the expense of a less sensitive thres-

hold. When the lowest level discriminator remains off continuously for 1.25 _s

the inhibit signal is switched back to the lowest level discriminator. If

desired, this bi-leveled discrimination can be disabled. For each processed

event the number of shield modules at the middle discrimination level is

recorded, and the rate system measures the time spent in the less sensitive

mode of operation.

The light collection characteristics of the plastic modules were tested

using a la_Cs source. The light collection eiC[iciency was found to vary by 8%
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over the length of a module. The average response was 19 photo electrons col-

lected per 30 keV of energy deposit, representing a light collection efficiency

of approximately 25_Vo.

Monte Carlo simulations of the shielded detector were performed to

evaluate the performance of the shields. These showed a reduction in the

background over that expected for an unshielded detector that varied from a

factor of 7.4 at 100 keV to a factor of 1.7 at 2 MeV. Due to the lack of data

taken in the same background environment with the shields present and

removed, there is little with which to confirm these calculations. The data

that exists consists of integral shield and detector rates, and the energy loss

spectra in the primary detector with and without shield anti- coincidence.

The integral shield rates may be used to estimate the local background

above the shield threshold. Data from the flight bay in Palestine, Texas,

showed a shield counting rate of 30,000 counts/sec in the plastic shield with

the threshold nominally set at 30 keV. Prediction of the counting rate in this

same background for the unshielded primary detector is complicated by the

non-isotropic nature of the background and the differing efficiencies between

the plastic and NaI at 30 keV. We will however ignore these factors and scale

the background rate by the ratio of the geometry factor of the unshielded pri-

mary detector to that of the plastic shield at low energies. This results in a

predicted rate of 3700 counts/sec above 30 keV for the unshielded primary

detector. The measured shielded rate is 1100 counts/sec with no shield anti-

coincidence, and 600 counts/sec with shield anti-coincidence. This data there-

fore indicates that the total count rate has been passively reduced by a factor

of 43, with another factor of -2 reduction acomplished actively.
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The integral rates depend mainly on the low-energy background, and

reveal little about the background reduction at higher energy. The change in

the background rate at any energy could be due to the passive effect of the

shields, or the active effect of the shield's anti-coincidence veto. Due to the

difficulty and risk associated with removing the detector from within the

shield, we have no data on its passive effect. In any case we expect the pas-

sive effect of the shield to be markedly different in flight than on the ground,

due to the creation of gamma-rays in the shield through interaction with the

primary particle flux in the upper atmosphere, which caused a net increase in

the background at higher energies.

Figure 4.14 shows the effect of the anti-coincidence veto on the back-

ground in the flight bay at Palestine, Texas. The 'anti-off" spectrum is for all

events within 14cm of the detectors center irrespective of the status of the

shields. The 'anti-on' spectrum has those events with a coincident interaction

in a shield removed. The prominent line feature at 1.4 MeV is due to natur-

ally occurring 4°K. The background at the line energy is not reduced by the

shield anti-coincidence because most photons at this energy have not been

scattered. However the continuum below this line is reduced by almost a fac-

tor of two by the shield anti-coincidence veto, and the amount of reduction is

fairly independent of energy.

4.3 Support Sub-Systems

The basic imaging system described in section 4.2 is supported by

numerous sub-systems for the processing of interactions and the control of

environment and orientation. This section describes these sub-systems and
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Figure 4.14. Anti-on and Anti-off spectrum. The figure shows energy

loss spectra for the primary detector in the flight bay at NSBF in

Palestine, Texas, in the fall of 1985. Events are restricted to the inner

14 cm of the primary detector. The Anti-off spectrum shows all events

irrespective of the shield status, while the Anti-on spectrum includes

only events with no coincident energy deposit detected in the shield.
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their organization.

Figure 4.15 shows a diagram of the overall organization of the GRIP

telescope. For thermal and mechanical reasons the support systems are

separated into two groups, one inside the shell or pressured enclosure that

houses the primary detector and its active shield, and another outside this

shell on the pointing platform. Control of the instrument is organized around

two Rockwell micro-processors and a device we call a npico-processor." One

micro-processor is located outside the shell and is primarily responsible for the

control of the instrument's pointing direction. The other micro-processor is

located inside the shell and is primarily responsible for the control of the flow

of data from the primary detector and active shields. These are called respec-

tively the Pointing micro-Processor (P}zP) and the Shell micro-Processor

(SpLP). The pico-processor resides inside the shell and is responsible for the

processing of individual events.

The basis flow of data can be followed in Figure 4.15. The outputs of the

detector and shield are monitored by analog electronics that produce discrimi-

nator signals used by the pico-processor to control the processing of events.

When event processing has been triggered, the pico-processor checks whether

coincidence requirements are met, and if so commands the conversion of the

detector PMT pulse heights to digital values which are stored in a buffer

memory. Blocks of events are combined in the buffer memory with house-

keeping information supplied by the SpLP and through the S_P by the P_P,

and this data is transferred periodically to both a readout system for

telemetry to the ground, and to a readout system for recording on video-tape.

The coincidence requirements used by the pico-processor and the rates being
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Figure 4.15. Organization of the GRIP instrument. The figure shows

the sub-systems of the GRIP instrument and their interconnection.

Double arrows indicate the flow on data, while single arrows indicate

the flow of control signals. Also shown is the division of systems

between the shell and external to the shell. The organizational struc-

ture is discussed in the text.
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measured are supplied by the Sp_P and can be commanded from the ground.

The P_tP monitors magnetometers to determine GRIP's orientation, and

drives an elevation stepping motor and an azimuthal torque motor to correct

this orientation according to a pointing plan. This plan consists of a 48-hour

schedule of observations which may be altered by ground command. The

P_P also controls the Video Cassette Recoder (VCR) system, and mediates

command communication with the ground through the Command Interface

Package (CIP).

4.3.1 Event Logic

Activity in the primary detector and shields is recorded in two forms.

The first form consists of events in the system that meet commandable coin-

cidence requirements. In this case the response of the nineteen PMTs in the

primary detector are recorded along with coincidence and timing information.

The second form consists of rates for various kinds of events.

The data is grouped into structures that are called frames, with one

frame being recorded every 11.71 ms. Each frame consists of 64 blocks of 32

bytes. The first block of the frame contains housekeeping information such as

a frame number, rate information, timing information, and data from various

temperature and pressure sensors. Data from up to 63 individual events that

meet the coincidence requirements are recorded one per block in the

remainder of the frame. If more than 63 events occur during the frame inter-

val the excess events are lost, although the total number of events is recorded

in the housekeeping. This corresponds to a maximum recording rate of 5378

events per second.
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The processing of a frame of data takes three frame cycles. During the

first cycle event data is loaded into a buffer memory. In the second cycle

housekeeping information is loaded by the S_P into the first block of the

frame buffer. In the final cycle the frame is transferred to the telemetry and

Video read-out systems for transmission to the ground and on-board record-

ing. Three buffer memories are employed in a cyclic fashion to allow continu-

ous transmission and recording of data.

The analysis and recording of events with valid coincidence is controlled

by a device we call a "pico-processor. n This is a finite state machine based on

latched, output Programmable Read Only Memories (PROMs). Five chips are

employed to construct a single 9 bit address by 40 bit output PROM. At the

beginning of the 125 ns clock cycle, the address lines are read, and then the

40 bit contents of that memory location are latched into the PROM's output

buffer. Eight of the output bits are fed back to the address bus and determine

all but the lowest order bit of the PROM address for the next clock cycle.

Four output bits are used to address a multiplexer, which chooses one of 16

possible inputs as the lowest order bit of the PROM address for the next

clock cycle. The remaining 28 output bits are discrete command lines that

control various stages of the event analysis or increment rate counters. The

contents of the PROM controls the timing and the flow of the event process-

ing.

A portion of the flow chart for the program of the pico-processor is

shown in Figure 4.16. At the beginning of a frame the pico-processor is in

the initialization state, at the top of the flow chart. The flow follows in a

straight line downwards with seven branches, all but one of which return to
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Figure 4.18. The event logic flow chart. The flow chart summarizes

the processing of events, which is managed by the plco-processor. Dia-

monds with question marks indicate branch points, with the branch

taken being determined by the signal indicated to the left of the dia-

mond. The rate counter signals associated with some branches are

indicated by the labels R0 to R4. The event processing is described in

detail in the text.
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just after this initial state. For complete knowledge of the dead-time of the

system, we need to record the time spent on any portion of the flow chart.

Thus with five of the branch points is associated a rate signal. The remaining

branch points involve the buffer memory switching which occurs at a fixed

rate.

Immediately after initialization or the processing of an event the hazard

signal is checked. This signal indicates that the system is not in a quiescent

state, not having recovered from a recent shield or primary detector event.

While this remains true the hazard signal is checked each cycle and rate 0

incremented.

After the hazard is cleared, the trigger signal is checked. The trigger sig-

nal indicates the detection of an interaction in the primary detector, the NaI

shield or the plastic shield. The pico-processor remains in a loop checking the

trigger signal and incrementing the live-time counter rate 1, as long as there

is no trigger present. The system is live only when the pico-processor remains

in this loop, so that rate 1 provides an accurate measure of the system live-

time. This rate is counted and recorded every frame. All other rates are sam-

pled in a commutation cycle by an additional counter. Immediately after

receiving a trigger signal the pico-processor begins the integration of the pre-

amplified signals from the 19 primary detector PMTs. This integration contin-

ues for 1.5_s or until processing of the event is aborted.

After receiving a trigger the pico-processor checks the fast-veto signal.

The fast-veto indicates that the event occurred exclusively in the shields with

no energy deposit detected in the primary detector. If this is the case rate 2 is

incremented and the pico-processor returns to the hazard loop, where it
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remains until the system recovers from the event. Events that are restricted

to the plastic shield cause a total dead-time of _375 ns while events in the

NaI shield cause a dead-time of 1.25 _s. Events which cause an energy depo-

sit in the primary detector, but that do not meet the coincidence require-

ments, cause a larger dead-time. The fast-veto was introduced to prevent

shield-only events from sharing this larger dead-time.

The next step in the flow chart involves the switching of buffer memory

pages. At the end of a frame interval the micro-processor sends the stop

request signal and forces the hazard and fast-veto signals low and the trigger

signal high. Thus the pico-processor falls through the hazard and trigger

loops and bypasses the fast-veto branch to arrive at the stop request branch.

The presence of the stop request signal causes the pico-processor to execute

the page switch sequence which takes 14 cycles to complete. After completion

of the page switch sequence the pico-processor returns to the hazard loop.

For processing an event with energy deposit in the detector the stop

request is normally off, and the pico-processor continues by next loading the

coincidence signals into a buffer. This normally takes one cycle. These signals

indicate the status of the primary detector, NaI shield and plastic shields. The

signals are then checked for agreement with the coincidence requirements.

The coincidence requirements are commandable, and can be altered by the

micro-processor at the beginning of any frame interval. Normally an energy

deposit is required in the primary detector, and no detectable energy deposit

in any of the shields. If the coincidence is invalid, the pieo-processor executes

a reset routine which takes 6 cycles, increments rate 3 and returns to the

hazard loop.
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If the coincidence is determined to be valid, integration of the primary

detector PMT signals is completed, and the signals are held and converted to

a digital value. Each of the 19 primary detector PMTs has associated with it

a 4096 channel A/D converter, allowing the conversions to occur in parallel.

The converted signals are then loaded into the frame buffer along with the

coincidence signals and a timing counter with 4 _s resolution.

After storing the data from the processed event the pico-processor checks

to see if the buffer memory is full. This occurs after the 63rd event in the

frame interval. If the memory is not full, the pico-processor returns to the

hazard loop. The total time from the initial trigger to return to the hazard

loop is 12.p.s.

If the memory is full, the pico-processor enters a loop checking for the

stop request signal. Thus no events are processed until the next frame inter-

val. After a stop request the pico-processor executes the page switching rou-

tine and returns to the hazard loop.

4.3.2 The Rate System

Two counters are used to measure the rates of occurrence of a wide

variety of events. The first counter is dedicated to measuring the live-time,

while the second is used for all other single coincidence rate measllrements.

The S}_P selects the rate to be measured for each frame interval. At the

beginning of the frame the counter is zeroed and connected to the selected

signal. At the end of the frame the counter is loaded into the frames house-

keeping block. The rates are at present commutated in a cycle of 256. Each

signal may be measured in two modes, either measuring the number of times
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the signal turned on, or the total time that it was on. The selectable signals

include each of the three discriminators from each of the twelve plastic shield

modules, the discriminator on the NaI shield, the ZLD, LLD and ULD of the

primary detector and the discriminator on the calibration source. Thus the

behavior of any active component of the system may be fully monitored.

4.3.3 The Telemetry and Recording Systems

The GRIP instrument generates data at a peak rate of 1.4 Mbits per

second. The instrument has the on-board capability to record data at this

rate for up to 40 hours. In addition a limited portion of the data is transmit-

ted to the ground.

On-board recording is essentialbecause of the limitations of available

telemetry systems. The telemetry link provided by the National Scientific

Balloon Facility (NSBF) is limited in bandwidth and range. The bandwidth

limitation allows the transmission of only the housekeeping data and the first

15 events of each frame. This signal is reliableonly within a range of 300

miles from the balloon base. It provides data for real time analysis and trou-

ble shooting, and acts as a backup to the on-board recording system.

A Video Cassette Recorder (VCR) system was developed for on-board

recording of the GRIP data (Althollqe and Cook 19_.5). The system combines

commercially-available products to provide 40 hours of recording capacity at

1.4 Mbits per second with a power consumption of only 10 watts. The key

components of the recording system are eight portable VCRs and a digital

audio processor.
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The digital audio processor (PCM-701ES) is a consumer product

intended to allow the use of a home VCR as a digital audio recorder. In nor-

mal use incoming left and right audio signals are digitized with 16 bit resolu-

tion at a rate of 44kHz. The digital data is then input on a serial line to the

"recording data processor n at a rate of 1.4 Mbits per second. The recording

data processor adds error correcting codes and generates a video signal in

standard NTSC format suitable for recording on a home VCR. On playback

the rrplayback data processor _' decodes the signal, corrects errors, and pro-

duces digital data used by 16 bit DACs to reconstruct the audio signals.

The GRIP instrument employs the digital board from the PCM-701ES.

This has been modified to take as input a serial stream generated from the

frame buffer memories. The NTSC video signal from the recoding data proc-

essor is fed to one of eight Sony SL2000 portable VCRs. The VCRs which are

controlled by the PIxP, are operated sequentially. Each has a recording capa-

city of five hours. The VCRs are housed in a pressurized thermally controlled

vessel located on the pointing platform.

On the ground a modified digital board from the PCM-701ES is used to

reconstruct the digital data from the recorded video signal. Testing of the

recording system showed 30 frames per million must be rejected due to

uncorrectable errors, a negligible loss of data for our purposes.

4.3.4 The Pointing System

. The GRIP telescope is mounted on a two-axis pointing platform. This is

shown in Figure 4.2. The elevation axis bearings are attached directly to the

pressure vessel, near the center of mass of the telescope. The elevation of the
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telescopeis controlled by a ball-screw drive. The ball-screw, driven by a step-

ping motor, is mounted on the pointing platform, below and to the side of the

telescope. The rotation of the ball-screw drives a linking rod which is

attached near the bottom of the telescope. This drive system allows the

adjustment of the telescope's elevation in steps of less then 3 arc minutes.

The elevation is independently measured by a 6000 lines-per-revolution shaft

encoder.

As is shown in Figure 4.2, the pointing platform is suspended by straps

from a spreader bar, which is attached through a bearing to the helium

balloon's suspension ladder. A torque motor is placed at this bearing, allow-

ing control of the telescope's azimuthal orientation. The torque motor is capa-

ble of delivering 3 ft-lb maximum torque.

The azimuthal orientation of the pointing platform is measured by two

pairs of magnetometers. Figure 4.2 shows their location on the pointing plat-

form. The first pair measures the component of the magnetic field in the

plane of the pointing platform. Each of the two magnetometers in this pair

have a linear range that encompasses the full variation of Earth's magnetic

field. The second pair consists of two Schonstedt MND-5C-25 magnetometers.

These more sensitive magnetometers are within their linear range only if their

axis is within 5 ° of being perpendicular to the magnetic field. These magne-

tometers are mounted on a 9000 steps-per-revolution rotation stage. One mag-

netometer has its axis in the plane of the platform, while the other has its

axis perpendicular to the first and 29 ° from the plane of the platform, com-

plementing the magnetic dip angle expected in flight. The pair is oriented

during flight so that they are nulled when the platform is in the desired
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orientation.

The P_P is used to control the ball-screw stepping motor and the

azimuth torque motor. This pL-processor contains a schedule of the planned

observation program which it uses to determine the correct orientation of the

telescope relative to the magnetic field and the vertical. The elevation is con-

trolled with no feedback from the elevation shaft encoder. The azimuth con-

trol normally uses feedback from the fixed orientation magnetometers,

although it is possible to control with feedback from the Sehonstedt magne-

tometers. The P_P sends the outputs from the magnetometers and the shaft

encoder, along with various temperatures and other measurements, to the

S}_P for inclusion in the housekeeping data.

The pointing system is capable of operating in a robot mode without any

external input for a complete 48-hour flight. Alternately the system may be

commanded from the ground in a manual mode. Any portion of the observa-

tion schedule may be altered in flight in order to take advantage of sources of

opportunity.

4.3.5 Thermal Control Systems

Considerable attention was paid to the thermal design of the GRIP

instrument. During a balloon flight an instrument is exposed to wide range of

thermal environments, and poor thermal control can lead to the failure of an

otherwise well-designed instrument.

Much of the thermal control of the GRIP instrument is accomplished

passively. At float altitude (_120,000 ft) there is little direct conductive or

convective coupling of the instrument with the thin atmosphere. Instead the
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instrument is primarily radiatively coupled to its environment. In this situa-

tion the heat that flows out through the surface of the instrument is the

difference between the thermal emission of the surface and the combined

inputs of direct and albedo solar radiation, and infrared radiation from the

earth and atmosphere. Passive thermal control of the instrument can there-

fore be accomplished by proper selection of the ratio of surface area to heat

generation, insulation and choice of surface materials and colors. By far the

largest and most variable component of the heat input to the instrument sur-

face is the solar radiation. We therefore decided that the surface of the instru-

ment should be painted a bright white to minimize the solar input.

Preliminary estimates showed that the 300 watts dissipated by the GRIP

instrument could not be radiated by a single pressure vessel of reasonable sur-

face area. The electronics was therefore divided into three groups. The pres-

sure vessel or shell contains the primary detector and shields with their sup-

port electronics. The electronics box is an unpressurized container on the

pointing platform that contains all remaining electronics, except for the power

converters which are directly coupled to the frame of the pointing platform.

This grouping is quite natural, placing the thermally most sensitive com-

ponents in the shell, the less sensitive in the electronics box, and coupling the

rugged power converters to*a large thermal radiator.

Computer models where used to determine how much insulation should

be used on the shell and electronics box. The amount of insulation determines

how closely the exterior surface follows the interior temperature. With little

insulation the surface temperature is close to the interior temperature and the

instrument surface radiates large amounts of heat. With too much insulation
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the exterior surface temperature is near equilibrium (about -40°C at night and

0°C at noon) and heat builds up in the package. We chose the insulation

thicknesses so that thermal balance during the day was achieved at a reason-

able temperature (20°C for the shell and 30°C for the electronics box). Small

(25 watt) heaters were included in each package to compensate for the addi-

tional heat loss expected at night.

Temperature control is critical for the NaI detectors, which may be frac-

tured by thermal gradients. In addition the light response of the NaI and the

gains of the PMTs are temperature sensitive. The NaI detectors were pro-

vided with heaters for emergency situations, and insulated from the plastic

shields. The high voltage for the PMTs is generated externally to minimize

heat sources near the NaI. Additional thermal buffering is provided by the

large thermal mass of the plastic shields that surround the NaI detectors. This

entire mass with enclosed NaI detectors was insulated from the remaining

space within the shell. To distribute the heat generated by the shell electron-

ics evenly over the pressure vessel surface a forced air convection system was

employed.

Thermal control systems were also provided for various instruments

located outside the main pressure vessel and electronics box. These included

the pressure vesse_ housing the VCRs, the magnetometers and their rotation

stage, the mask sensors, and the elevation encoder. Suitable insulation and

regulated heaters were provided in each case.

To monitor the shell, electronics box, and other thermal control systems,

the GRIP instrument includes a total of 32 temperature sensors. The

responses of these sensors are measured along with other environmental data
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in a commutation cycle and included in the housekeeping data. This informa-

tion is therefore immediately available during a flight, and recorded for post-

flight analysis.

The thermal environments experienced at the beginning of a balloon

flight are also important to consider. Before launch the instrument is often

required to sit on the launch pad in full operational condition. On a hot

sunny day in Texas an hour of fully enclosed operation on the launch pad

may seriously over-heat the instrument. Then during ascent the instrument

will be subjected to severely cold temperatures (-70°C) near the tropopause

where there is good conductive and convective coupling to the atmosphere.

For GRIP short exposures to these environments are not a problem, mainly

due to the long thermal time constants of the instrument.
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V. Epilogue

I have argued that future low-energy gamma-ray observations can make

important contributions to astronomy, but that the instruments that perform

these observations will need finer angular resolution and better control of sys-

tematics than possible with the current generation of instruments. One possi-

ble technique for achieving finer resolution and better control of systematics is

the coded aperture imaging technique analyzed in chapter 3 and employed in

the GRIP instrument, described in chapter 4. The maiden flight of the GRIP

instrument provided a test of this imaging technique, and will be the subject

of this chapter.

However before discussing this flight, I must digress to discuss my past

and present involvement with the GRIP instrument. This began with partici-

pation in design studies of gamma-ray instruments, when I started research in

the Space Radiation Laboratory at Caltech in 1980. These studies resulted in

a tentative design of GRIP in 1982. During this time we conducted a labora-

tory test of coded aperture imaging, (Cook et al. 1984), which proved the

veracity of the technique. Development of GRIP began soon thereafter, and

the instrument was complete and operational in the fall of 1985. An attempt

was made to launch GRIP on a high-altitude balloon from the National

Scientific Balloon Facility in Palestine, Texas, during the jet-stream turn-

around in the fall of 1985. I had hoped to obtain data for my thesis from this

flight. However, no flight was made at that time, due to problems with
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surface weather conditions and balloon materials. The balloon material prob-

lems were not resolved in time for the spring turn-around of 1986. GRIP was

launched for its first flight on October 15, 1986, from Palestine, Texas. It flew

successfully for 28 hours and landed in the south-east corner of Arkansas with

minimal damage. By this time I had decided not to rely on flight data for my

thesis, and was therefore not directly involved with this flight, or the subse-

quent data analysis.

During GRIP's maiden flight (Althouse et al. 1987), pointed observations

were made in the directions of the quasar 3C273, the Cygnus region, the

galactic center region, the COS-B source GC135+1, and the Crab Nebula.

Constant monitoring of the housekeeping information showed that the instru-

ment operated continuously and according to plan. Confidence in the func-

tionality of the instrument was bolstered by the successful production of a

real-time image of the black hole candidate Cygnus X-1. Although detailed

analysis of the instrument's preformance is still in progress, all indications

show that the flight was an unqualified success.

Figure 5.1 shows the spectrum of the detector background during flight.

The line feature at 2.2 MeV is due to neutron capture on protons in the plas-

tic shield. The line at 1.46 MeV is due to 4°K, probably in material near the

instrument since this line is seen at nearly the same intensity on the ground.

The line near 0.5 MeV is thought to be a blend of the 0.511 MeV positron

annihilation line with a line at 0.472 MeV due to neutron scattering on Na in

the detector. It is apparent that a step in the continuum appears below each

of these lines, indicating the presence of Compton tails. From this back-

ground spectrum we may deduce the instrument's flux sensitivity. Proceeding
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Figure 5.1. The background energy loss spectrum during the first

flight of the GRIP instrument in October of 1986. The spectrum was

taken at 5.4 g/cm 2 of atmospheric depth with the telescope pointed

near 15 ° from the zenith. The identified lines and their widths are dis-

cussed in the text.
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from equation (3.29) and including factors for the detector efficiency e, the

mask opacity p, the energy interval AE, and atmospheric attenuation c_, the

3(r continuum sensitivity is given by,

F3, = {} _V/-/ B (5.1)
_ctp A .rAEFz

where B is the background spectrum given in figure 5.1, and A =600cm 2 is the

usable area of the detector. Assuming a duration T of four hours, I estimate a

sensitivity of -2.10"Sphotons/cm2.s.keV at 100 keV, and at 1 MeV a sensi-

tivity of -3.10"Sphotons/cm2.s.keV, comparable with other balloon-borne

instruments, but modest compared to the needs outlined in chapter 1. Clearly

the lower background obtainable in space, along with the prolonged exposures

possible, will be needed to detect a large number of extra-galactic sources.

The energy resolution indicated in figure 5.1 for the 1.46 and 2.22 MeV

lines is consistent with results obtained on the ground. Fig 5.2 shows the

energy spectrum measured in the laboratory for using a ="Th source. The

good energy resolution has been achieved with this large detector by detailed

mapping of light collection efficiency. This resolution is maintained in flight

by use of the LED and "1Am source calibrations which allow continuous

monitoring of the PMT gains.

Analysis of the data from the first GRIP flight is still in progress, how-

ever preliminary images are available for the Crab Nebula and Cygnus

regions. These are shown in figures 5.3 and 5.4 in the form of contour plots of

the image C(_) over the 20 ° fully modulated field of view. Dashed lines
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Figure 5.2. 228Th spectrum obtained with the primary NaI(T1) detec-

tor demonstrating the energy resolution obtained on the ground. Ener-

gies are identified for the strongest lines.
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Figure 5.3. Image of Crab Nebula regions produced from GRIP

observations. Contours indicate levels of statistical significance and

have 2_ spacing. Noise peaks at the lowest contour level have a

significance of 3or. Crosses indicate the actual locations of candidate

sources, with the dashed lines indicating right ascension and declina-

tion.
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Figure 5.4. Image of Cygnus regions produced from GRIP observa-

tions. Contours indicate levels of statistical significance and have 2or

spacing. Noise peaks at the lowest contour level have a significance of

3¢r. Crosses indicate the actual locations of candidate sources, with the

dashed lines indicating right ascension and declination.
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indicate right ascension and declination coordinates, while cross-bars indicate

the locations of sources within the fields-of-view. The images are based on

two hours of data in the 50-150 keV energy band. At present the flux scale

in not fully calibrated. Therefore the image contours are in units of statistical

fluctuation level _ of the image. These contours start at a 3a level and

increase in 2a steps. The Crab is detected at the 13¢r level, while Cygnus X-1

is detected at the 17¢r level. At present the candidate sources Cygnus X-3,

Geminga, and A0535+26 have not been detected. Work to detect or establish

upper limits for these sources is in progress. The offsets of the image peak

locations from the actual locations of the detected sources is consistent with

the present estimate of the pointing uncertainty. As analysis of the data

proceeds, these pointing errors should be significantly reduced.

It should be noted that the Crab image contains 4 noise peaks above the

3a level, while the Cygnus image contains 3 noise peaks above the 3a level.

This is consistent with the expected number of -5 noise peaks above 3or,

which can be deduced from figures 3.6 and 4.12.

Non-imaging gamma-ray astronomers may be horrified by this large

number of 3_r fluctuations. However this is merely a reflection of the large

number of flux measurements that are actually being presented in each image.

Herein lies the power of the coded-apert,lre imaging technique for the control

of systematics. The degree of consistency of the non-source portions of the

image with a uniform flux provides a measure of the level of systematic

errors, and any systematic trends in the image noise provide clues to the

sources of these errors.
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Appendix: Properties of the Image Function

In this appendix we derive certain useful properties of the image function

that follow from the HURA property of the mask, the use of mask-anti-mask

subtraction, and the use of continuous position sensitive detectors. We start

with the definition of the image function given in equation (3.20):

f(_,,Y,')= IfAMe/.f{_+_.)AM'Lf(_+_,')d2x
(A.1)

Because the integration is over a full repetition of a periodic function, we can

change variables to _' = e+_' without translating the area of integration. By

changing integration variables alternately to e' = e+_' and to e' = e+_ it can

be seen that the result depends only on _-_', and further that the result is

independent of the sign of _-_':

f(_,,_,')= f(,T-_,') = f(_"-_,) . (A.2)

The image function thus has inversion symmetry.

Other approximate symmetries of the image function are useful. In par-

ticular, for an HURA, the image function is azimuthally symmetric up to 4th

order in _. This can be most easily seen if f (_) is expanded as a general poly-

nomial of the form:

j_ jk

(h.3)
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with _ =z,_ + izy = re _* and £'=z_-iz_. The hexagonal symmetry of the

image function (see below) forces all coefficients, %k, to vanish unless i-k is a

multiple of 6. Thus for I_'+kl less than 6 we must have ]=k and /(_) has

azimuthal symmetry for order less than 6. This implies that all derivatives of

/{_) at _=0 of.a given order less than 6 are multiples of a single value. Note

that applying the same reasoning to rectangular URAs, we find that devia-

tions from azimuthal symmetry may enter in the 4th order terms.

We now derive a simple and particularly useful form for the image func-

tion ]'(_). We first decompose the mask function into its hexagonal cells :

@°'1

j-0

where rn_ is zero or one, h(_) is a periodic function that is one inside the cen-

tral cell and its repetitions and zero elsewhere, and _i is a cell center inside

the unit pattern. The effective mask difference function can then be expressed

as

AM'H(f)-- _njhell(_-ej) (A.5)
J

where

(A.6)

and, where ni = m/-m_- is plus or minus one except for the central cell for

which it is zero, and p(S) is the detector point spread function. Substituting

equation (A.5)into equation iA:l)we have
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jl.

(A.T)

which upon changing integration variables to _' = _-_j results in

f = ½fh'" + -ej ])d','
jk

(A.8)

Because the effective hexagon function h'tf(ft) has the periodicity of the mask,

any difference _¢-_, is equivalent to one of the v cell centers ¢_ chosen from

the central unit pattern. Thus we have

"-' !fh.tl e,)d*x' (A.9)
,-o A a

where

b, = X"j"kS. -.,,., (A.IO)
./k

At this point we may use the uniform redundancy property of the mask pat-

tern to compute the sums b,. For a given non-zero difference ez, by the uni-

form redundancy property there are {v-3)/4 opaque cells separated by _a from

opaque cells in the unrotated mask. Thus in the sum for b_ there are (v-3)/4

terms with _j=nk=-l. By the anti-symmetry of the mask we can conclude

there are (v-3)/4 non-central transparent cells separated by et from non cen-

tral transparent cells in the unrotated mask. Thus there are (v-3)/4 terms

with hi=m, =1. For the remaining (v+3)/2 terms we have n_ Cnk . Of these, two

involve the central cell with as or n_ being zero. For the rest we have

n5 _k = - 1. Thus we have
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b,= vS,,o - 1 (A.II)

We have incorporated here the result for b0 corresponding to a zero difference.

With this result, and noting that the sum of all _ hexagon functions h.#(g-e,)

results in a constant value of one, we have

f(_) = .__fh.ty(_)h.H(_+_)d,x _ l__o (A.12)
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